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)ÎÔÒÏÄÕÃÔÉÏÎ 

1. Aim of this report.  

The aim of this report is to offer an in depth analysis of the ethical and legal issues raised by 
robotic applications and to provide the European and national regulators with guidelines to deal 
with them. 

The RoboLaw project was devoted to investigate the ways in which emerging technologies 
in the field of bio-robotics have a bearing on the national and European legal systems, challenging 
traditional legal categories and qualifications, posing risks to fundamental rights and freedoms that 
have to be considered, and more generally demanding a regulatory ground on which they could be 
developed and eventually launched. After a comprehensive analysis of the current state-of-the-art 
of regulation pertaining to robotics in different legal systems has been carried out throughout the 
research, the present document tries to respond to the question whether new regulation is needed 
or the problems posed by robotic technologies can be handled within the framework of existing 
laws.  

2. Methodology. 

The report has been prepared through a combination of desk research, empirical research 
and expert consultation. Desk research was carried out through an extensive analysis of the existing 
literature in the domains of robotics and roboethics, Science and Technology Studies and 
Philosophy of Technology, and of the relevant law. According to the ELSI approach, aimed at 
analyzing the ethical, legal and social issues raised by robotic applications in view of their 
consideration in public policy deliberations, the theoretical and conceptual exercise has been 
accompanied by an investigation on empirical data, collected through surveys targeted at the 
general public and aimed at understanding the perception of robotics in society. Expert 
consultation was attained through different methods, like questionnaires, multi-ÓÔÁËÅÈÏÌÄÅÒÓȭ 
workshops, qualitative interviews, active involvement in drafting the state-of-the-art of the 
technologies being examined, contributions of the members of the External Advisory Board and the 
Supporting External Networks (a-b). 

3. Overview of the report.  

Chapter one provides an introduction to the relationship between regulation and robotics, 
by clarifying where the need for a legal appraisal and intervention comes from and explaining how 
the RoboLaw project has corresponded to it. The paths explored and the lines of investigation 
undertaken in the project are here synthesized, in order to highlight the driving themes that cross-
cut the entire research. Since robotics is a wide domain, and robotic technologies differ from one 
another, a case-by-case approach was adopted and four diverse technological applications have 
been examined in depth in the following chapters. While chapter 2 deals with autonomous vehicles 
issue, chapter 3 (surgical robots), 4 (prosthetics) and 5 (care robots) examine robotic applications 
that are destined to be deployed in the healthcare sector, and contribute to cluster applications, 
that qualify for a homogeneous and distinctive treatment. Each of these chapters is structured in 
four parts: an introduction to the topic; a technological overview of the state-of-the-art pertaining 
to the technology examined; an ethical analysis; and a legal analysis, that ends with 
ÒÅÃÏÍÍÅÎÄÁÔÉÏÎÓ ÆÏÒ ÐÏÌÉÃÙ ÍÁËÅÒÓȢ 4ÈÅ #ÏÎÃÌÕÓÉÏÎÓ ÈÉÇÈÌÉÇÈÔ ÔÈÅ ÒÅÓÅÁÒÃÈȭÓ ÍÁÉÎ ÐÒÏÐÏÓÁÌÓ ÁÎÄ 
try to generalize its findings to other type of emerging technologies. 
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1 .   4ÈÅ ÒÏÁÄÍÁÐ ÔÏ×ÁÒÄÓ ÔÈÅ Ȱ'ÕÉÄÅÌÉÎÅÓ ÏÎ 
ÒÅÇÕÌÁÔÉÎÇ ÒÏÂÏÔÉÃÓȱ* 

 

                                                             

* This chapter has been written with contributions by: Erica Palmerini (§§ 1-2.2.1; 4.1-6; 7.1); Pericle 
Salvini (§§ 3, 7); Bert-Jaap Koops (§§ 4, 4.1); Antonio Carnevale (§ 4.1). 



        RoboLaw 

 D6.2 ɀ Guidelines on Regulating Robotics 

 

File name: robolaw_d6.2_guidelinesregulatingrobotics_20140922.docx 
Leader contractor: SSSA 
Participant contractors: ALL 

Page 10 of 215 

 

1 .  R o b o t i c s  a n d  r e g u l a t i o n .  

The investigation on the interplay between robotics and regulation moves from a request 
for a legal framework that can accompany the developments of robotics. The request is coming 
from the very actors that operate in this sector, at the experimental and at the industrial level, who 
cannot properly appraise the risks and duties entwined in their work until a clear analysis of this 
interplay has been made. The research has explored both the formal and the substantial aspects of 
the binomial robotics and regulation. On the one hand, it has focused on the different legal tools 
that can be employed in order to regulate technology in general, and robotic technologies in 
particular; on the other hand, the contents of the extant relevant legislation have been examined, 
with the aim of verifying whether they can already provide a systematic legal framework or other 
forms of regulation are needed, notwithstanding the adaptability and flexibility of the available 
rules. 

1.1. Why regulation?  

As an early overview of the RoboLaw project appeared in 2012 on The Economist has put it, 
Ȭ/ÖÅÒÌÙ ÒÉÇÉÄ ÒÅÇÕÌÁÔÉÏÎÓ ÍÉÇÈÔ ÓÔifle innovation, but a lack of legal clarity leaves device-makers, 
ÄÏÃÔÏÒÓȟ ÐÁÔÉÅÎÔÓ ÁÎÄ ÉÎÓÕÒÅÒÓ ÉÎ ÔÈÅ ÄÁÒËȭ ɉThe Economist, September 1st 2012). The article focuses 
mainly on human bionic systems, that is on an array of technologies (going from bionic prostheses 
to exoskeletons to body implants to brain-computer interfaces), that will allow to restore lost 
bodily functions and eventually overcome different types of disabilities, whose deployment, though, 
poses more general concerns with regard to the impact on the accepted notions of human nature, 
identity, normalcy, disability, and the correspondent legal effects and protection. 

Similar statements can be found when the technologies at stake are autonomous vehicles 
(Piesing, 18 February 2013), software robots deployed in modern finance (Lin, 2012-2013), care 
robots or other robotic technologies meant to be used in the healthcare setting. A transparent 
regulatory environment is seen as a key element for the development of a robotics and autonomous 
systems market, where products and services can be incubated and deployed (UK Robotics and 
Autonomous Systems Special Interest Group (RAS-SIG), 2014: 7). A widely spread perception 
reveals the concern that premature and obtrusive legislation might hamper scientific advancement 
and prevent potential advantages from happening, burden competitiveness or cause economic or 
other inefficiencies. At the same time, somehow paradoxically, it is accepted that the lack of a 
reliable and secure legal environment may equally hinder technological innovation. Therefore the 
propensity to avoid excessive regulation clashes with an opposite urge to fill in a legal gap that 
affects legal certainty and causes people to act in an ambiguous environment where rights and 
responsibilities cannot be clearly acknowledged or predicted. The view that intervention is 
necessary, even in a situation where all implications cannot be fully anticipated or may be 
misjudged, ultimately tends to prevail, notwithstanding the scientific indeterminacy, in order to 
protect interests effectively against risks which are still unknown, and calls for a regulatory 
framework which supports safe and value-consistent scientific advancement. 

This plea for regulation only rarely assumes the shape of a moratorium or a definitive ban 
on further development of a given technology. An appeal to outlaw the development, production 
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and use of a certain robotic application has been voiced in the realm of military robotics, with 
regard to fully autonomous weapons like battlefield robots or military drones.1  

More often, there is genuine request from researchers and industries for a legal and ethical 
governance to which they can fine-tune their strategies and plans about innovative robotic 
ÁÐÐÌÉÃÁÔÉÏÎÓȢ Ȭ,Á×Ó ÁÎÄ ÒÅÇÕÌÁÔÉÏÎÓ ×ÉÌÌ ÂÅ ÃÒÕÃÉÁÌ ÔÏ ÔÈÅ ×ÁÙ ÔÈÁÔ ÍÁÒËÅÔÓ ÆÏÒ ÒÏÂÏÔÓ ÄÅÖÅÌÏÐȭȟ Á 
3ÐÅÃÉÁÌ 2ÅÐÏÒÔ Ȱ2ÏÂÏÔÓȢ )ÍÍÉÇÒÁÎÔÓ ÆÒÏÍ ÔÈÅ ÆÕÔÕÒÅȱȟ ÆÅÁÔÕÒÅÄ ÉÎ The Economist earlier this year 
(March 29th 2014: 16), has pointed out. The ambition of the European Union to promote innovation 
in the internal market and foster competitiveness makes robotics a strategic sector, to which the 
European institutions are devoting considerable attention. At the same time research and industrial 
production in the domain of robotics have to grow in accordance with the complementary 
objective, which is enshrined in the European order, to establish itself as an area of freedom, 
security and justice.  

The competing goals of protecting consumers and more generally end-users from harm and 
fostering innovation have therefore to become embedded in the regulatory endeavour and in the 
innovation process itself. In this respect, the most proactive regulatory system seems to have to 
combine multiple tools and constructs: legal rules, technical norms and standards, codes of 
conducts and good practices. These can guarantee certainty, flexibility, accuracy and context-based 
interpretation.  

A problem often underlined when confronting the relationship between technology and 
regulation is the law slow pace, in the sense that technological innovation outrun the ability of the 
regulator to intervene early enough at the emergence of a new product. The problem of regulatory 
connection (Brownsword & Goodwin, 2012: 63 ff., 371 ff.) in fact exists not only when a new 
technology is emergiÎÇ ÁÎÄ ÒÅÇÕÌÁÔÏÒÓ ÈÁÖÅ ÔÏ ÆÁÃÅ ÔÈÅ ÃÈÁÌÌÅÎÇÅ ÏÆ ȰÇÅÔÔÉÎÇ ÃÏÎÎÅÃÔÅÄȱȟ ÂÕÔ ÁÌÓÏ 
when the technology is in some way established and widespread, because it simply keeps moving 
ÁÎÄ ÂÅÉÎÇ ÔÒÁÎÓÆÏÒÍÅÄȢ !ÎÄ ȰÓÔÁÙÉÎÇ ÃÏÎÎÅÃÔÅÄȱ ÔÏ ÔÅÃÈÎÏÌÏÇÉÅÓ ÔÈÁÔ ÅÖÏÌÖÅ ÁÇÁÉÎ ÈÁÓ a bearing on 
the normative framework that has to adjust to the intrinsically mutant quality of its object. 

On the other hand, a temporal gap between the emergence of a technology and the 
subsequent regulation allows more time for analysis and permits policy decisions and their 
implementation to be better informed. In this time frame, the RoboLaw project has tried to work, 
even if some of the issues at stake may not be fully mature, in order to avoid that technologies 
develop in a totally unregulated enviroÎÍÅÎÔȟ ×ÈÅÒÅ ÔÈÅÙ ÉÎÆÌÕÅÎÃÅ ÕÓÅÒÓȭ ÂÅÈÁÖÉÏÕÒȟ ÇÅÎÅÒÁÔÅ 
needs, trigger a market demand, and end up imposing with the force of the fact. Even anticipating 
future risks of activities that are in constant evolution, an ethical and legal framework needs to be 
carefully conceived in order to craft the appropriate rules when required, and provide the research 
and production processes with ethical and legal values to which to conform when designing 
innovative products. 

                                                             

1 Human Rights Watch, Losing Humanity: The Case Against Killer Robots, November 19, 2012. A 
ÒÅÐÏÒÔ ÐÒÅÐÁÒÅÄ ÔÏÇÅÔÈÅÒ ×ÉÔÈ (ÁÒÖÁÒÄ ,Á× 3ÃÈÏÏÌȭÓ )ÎÔÅÒÎÁÔÉÏÎÁÌ (ÕÍÁÎ 2ÉÇÈÔÓ #ÌÉÎÉÃ ɉ)(2#Ɋȟ ÃÁÌÌÓ ÆÏÒ ÁÎ 
international treaty that would prohibit the development, production, and use of fully autonomous weapons, 
and also on individual nations to pass laws and adopt policies as important measures to be taken at the 
domestic level. 
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2Ȣ 4ÈÅ 2ÏÂÏ,Á× ÐÒÏÊÅÃÔ ÁÎÄ ÔÈÅ Ȱ'ÕÉÄÅÌÉÎÅÓ ÏÎ r e g u l a t i n g  
ÒÏÂÏÔÉÃÓȱ ÉÎ ÔÈÅ ÆÒÁÍÅ×ÏÒË ÏÆ 2ÅÓÐÏÎÓÉÂÌÅ 2ÅÓÅÁÒÃÈ ÁÎÄ 
I n n o v a t i o n  ( R R I )  

The research on robotics and regulation has been undertaken with  a constant point of 
reference to the EU policies on Responsible Research and Innovation (RRI).2 The main concerns 
and meanings that are entrenched in this formula have been respected and applied both from a 
methodological and a substantial point of view. On the one side, an interdisciplinary approach has 
been a constant feature of the study from its inception. It was attained by integrating various 
ÄÉÓÃÉÐÌÉÎÅÓ ÁÎÄ ÃÏÍÐÅÔÅÎÃÅÓ ÉÎ ÔÈÅ ÐÒÏÊÅÃÔȭÓ ÓÔÒÕÃÔÕÒÅ ÁÎÄ ÔÅÁÍȢ 4ÈÅ ÄÉÖÅÒÓÅ ÅØÐÅÒÔÉÓÅ ÏÆ ÔÈÅ 
researchers involved in the consortium (lawyers, philosophers, S&T studies experts, engineers) 
have led to a constant interaction aimed at exchanging information, opinions and perspectives in 
order for the suggested rules to be sound from a technical point of view, informed by an appraisal 
of the ethical issues at stake, and compliant with a general frame of reference that was derived from 
common fundamental values and more specific principles of the applicable law. Throughout the 
two-year research, multiple stakeholders were involved in the research process with the goal to 
include all possible relevant perspectives, including that of operators in the robotic industry and 
market, potential or actual users (e.g. person with disabilities, surgeons, care associations), 
insurers, society at large (see Di Carlo & Salvini, 2014). Dissemination activities throughout the 
project were carried out also with the aim of getting inputs and views from the public, as a way of 
ensuring public participation and integrating social views into the policy-making and regulatory 
processes (see Salvini, 2014a, 2014b). 

Moreover, an ethical appraisal of various robotic technologies in their potential scenarios of 
deployment has been carried out as a core research exercise within the project. Any legal 
evaluation should, in fact, take into account the problems that the former perspective sheds light 
on, so that it can inform the fashion in which new rules are tailored or the existing ones are to be 
interpreted. In other words, ethics of technology and of robotics in particular was not considered 
an autonomous exercise and deferred to experts of the field. Rather, it was seen as an integral part 
of the analysis leading to distinctive features of the proposed solutions. A methodology to perform 
the ethical analysis was drafted (Bisol, Carnevale & Lucivero, 2013) and then applied to the 
technologies we considered more deeply as a case in point (infra , § 2.1). The External Advisory 
Board3 also commented extensively on the analyses of technologies from the various disciplinary 
standpoints of its components. However, it especially focused on the use of the applied ethics 
conceptual apparatus in the evaluation carried out. 

On the normative side, the prospect of regulating robotics has had as points of reference the 
two requirements of ethical acceptability and orientation towards societal needs that identify the 
pillars of the concept of RRI. Not only do robotic products and applications have to comply with the 
core values embraced in the European context by the constitutional traditions of Member States 

                                                             

2 See, lately, European Commission (2013). Options for Strengthening Responsible Research and 
Innovation. Luxembourg: Publications Office of the European Union. Also, R. von Schomberg (2011). Towards 
Responsible Research and Innovation in the Information and Communication Technologies and Security. 
Brussels: Directorate General for Research and Innovation, European Commission. 

3 The External Advisory Board (EAB) is a scientific advisory board established in order to support the 
RoboLaw research activities and it expresses advises on the Deliverables elaborated by the consortium. The 
members of EAB are: Prof. Francesco Donato Busnelli; Prof. José M. Galván Casas; Prof. Martha J. Farah; Prof. 
Stefano Rodotà; Prof. Maxim Stamenov. 
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and positively affirmed by the Charter on fundamental rights, but particular attention, and possibly 
a peculiar legal status in some respects, should also be given to those that respond to societal needs, 
therefore contribute to achieve normative goals such as equality of opportunities, justice, solidarity 
and to improve the quality of life of the European citizens, especially the more deprived and 
vulnerable. The Capability Approach (infra , § 4.1) also provides an important normative framework 
in this respect. 

The input for regulating advancements in robotics coming from the researchers and the 
industries that operate in this sector is driven by concerns regarding safety, risks and liability. 
While taking into account these factors, which can act as barriers to innovation and development, 
ÔÈÅ ÐÒÏÊÅÃÔȭÓ ÒÏÁÄÍÁÐ ÈÁÓ ÉÎÃÌÕÄed other aspects that we deem should be an essential part of any 
attempt to contribute to the governance of science and technology. Issues of justice, solidarity, 
protection of fundamental rights, non discrimination and prevention of exclusion have been 
regarded as critical for the regulatory assessment of robotic technologies. 

2.1 The ethical analysis embedded in the legal analysis  

)Î ÖÉÅ× ÏÆ ÔÈÅ 2ÏÂÏ,Á× ÐÒÏÊÅÃÔȭÓ ÍÁÉÎ ÇÏÁÌ ÔÈÁÔ ÃÏÎÓÉÓÔÓ ÉÎ ÔÁÃËÌÉÎÇ ÔÈÅ ÒÅÇÕÌÁÔÏÒÙ 
challenges posed by emerging robotic technologies and drafting recommendations for the 
European Commission, a thorough and systematic ethical analysis of said technologies was also 
undertaken. This investigation was necessary in order to identify the challenges at stake and 
provide the subsequent legal analysis with conceptual tools able to portray both the values and the 
ethical drawbacks pinpointed in the current theoretical debate. 

In order to conduct ethical analyses for different types of robotic technologies in a coherent 
and comparable fashion, a methodology was drafted, that defines the type of ethical analysis that is 
more appropriate in the light of the final objective of the research, and how it should be conducted 
(Bisol, Carnevale & Lucivero, 2013). The method that has been described and adopted not only 
allows to situate the specific analyses against the backdrop of the current approach to ethical 
reasoning, but also tries to capture the issues that are more closely linked to the purpose of the 
2ÏÂÏ,Á×ȭ ÐÒÏÊÅÃÔȟ ÁÎÄ ÉÄÅÎÔÉÆÙ ÔÈÅ ÇÕÉÄÉÎÇ principles brought forward by the roboethics literature. 

One of the features of the chosen approach that permits to meet the RRI model is the 
inclusion of both the public debate on robotics and the academic literature, since they highlight 
different aspects and perspectives. Furthermore, a broad range of stakeholders were involved in 
the discussion concerning new technologies and their normative assumptions and positions were 
discerned, with the purpose of improving the process of governance of robotics by establishing the 
conditions for participation and democratic deliberation. Besides supporting a participatory 
method in the reconstruction of the issues at stake, a techno-ethic approach reveals values and 
human interests that robotic technologies may contribute to advance and uses them as guiding 
principle for the legal part of the regulatory endeavor. At the same time it provides institutions with 
the capacity to appraise the risks purported by robotic technologies, which have to be taken into 
account in responsible decision-making about the technologies in question. 

2.2 Science, technology, and regulation intertwined.  

Any proposal for regulation of robotic technologies has to ground on the extant debate on 
the interplay between law, science and technology. The attention devoted to the contents of the law 
to be adopted could not avoid to confront the debate on the kind(s) of regulation that is better 
suited for this task. A constant line of investigation throughout the research has focused on this 
relationship and addressed the multiple ways in which the regulator can tackle such an evolving 
object like technological development (D2.1, 2012; Palmerini & Stradella, 2013). 
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Since the recognition that the dichotomy between science as a fact-finding domain and law 
as the realm of the Ȱought-to-beȱ no longer represents the reality, the mutual acknowledgment of 
the respective boundaries of science and ÐÏÌÉÃÙ ÈÁÓ ÂÅÅÎ ÒÅÐÌÁÃÅÄ ÂÙ Á Ȱco-productionȱ regime 
(Jasanoff, 1990). The law is more and more involved in regulating scientific activities, products and 
results; at the same time legal intervention is often grounded on expert knowledge and scientific 
notions and concepts penetrate legal categories. The Ȱdouble bindȱ between law and science truly 
produces a Ȱhybrid knowledgeȱ (Tallacchini, 2002: 339 f.), within which contributions from both 
actors complement each other and reciprocally elicit and legitimise its contents. 

New regulatory forms and an array of legal tools that can be deployed in order to capture 
this complex connection have been thoroughly analyzed in order to identify the sources of law at 
stake in the perspective of regulating technological development. 

The key elements to be taken into account in this endeavor are the transnational nature of 
technological innovation and its shifting and sometimes abruptly transforming nature; the 
technicalities inherent in the regulation process of such phenomena and the need to resort, to some 
extent, to technical delegation (Zei, 2013); the need to adhere to a set of fundamental principles 
shared at the European level (see § 4.1; Koops et al., 2014). 

These elements converge in order to indicate that a general frame of principles agreed at 
the European level would better serve the purpose of fostering innovation in the robotic domain in 
Europe, and giving the correspondent market an important push in terms of competitiveness with 
external markets. This framework should attain a twofold objective: on the one hand, it should 
contribute to identify the main goals and achievements expected by advancements in robotic 
research and industrial applications; on the other hand, it should serve to settle on a nucleus of core 
fundamental rights and freedoms that developments in the robotic field may infringe and that, on 
the contrary, have to be regarded as intangible. 

2.2.1 Robotics and regulation by design 

Science and technology are no longer simply a target of regulation, but have become both a 
regulatory actor (through risk assessment/risk governance for instance) and a regulatory tool, by 
incorporating regulation and legal compliance into the technology itself. The concept of techno-
regulation and ÐÒÏÐÏÓÉÔÉÏÎÓ ÓÕÃÈ ÁÓ Ȱcode as lawȱ and Ȱnormative technologyȱ (Yeung & Koops, 
2008) highlight the fact that technologies can play a regulatory role. Norms can be directly 
incorporated into technology in the sense that a command and the compliance to it are imbued in 
ÔÈÅ ÔÅÃÈÎÏÌÏÇÙ ÉÔÓÅÌÆȢ &ÏÒ ÉÎÓÔÁÎÃÅȟ ȰÐÒÉÖÁÃÙ ÂÙ ÄÅÓÉÇÎȱ ɀ which means that data protection 
safeguards are built into products and services from the earliest stage of development ɀ is deemed 
to become an essential principle in EU data protection regulation.4 As robots have to function in 
complex social environments, an increasing body of research and literature is investigating the 
utility and the feasibility of implementing in the machines an entire set of ethical and legal 
requirements, so that they behave according to social and legal rules. A study accomplished within 
the project has shown that robots compliance to a given normative framework is extremely difficult 
to realize from a technical point of view, and can also be questioned under several other aspects, 

                                                             

4 See Communication from the Commission to the European Parliament, the Council, the European 
Economic and Social Committee and the Committee of the Regions, Safeguarding Privacy in a Connected 
World. A European Data Protection Framework for the 21st Century, COM/2012/09; and the Proposal for a 
Regulation of the European Parliament and of the Council on the protection of individuals with regard to the 
processing of personal data and on the free movement of such data (General Data Protection Regulation), 
COM(2012) 11 final, Brussels, 25 January 2012. 
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ÂÕÔ ÉÓ ÎÏÎÅÔÈÅÌÅÓÓ ÉÍÐÏÒÔÁÎÔ Ȭto move from a focus on the regulation of human beings to a focus on 
the regulation of ÒÏÂÏÔÓ ÂÅÈÁÖÉÏÒ ÔÈÒÏÕÇÈ ÄÅÓÉÇÎȭ (Lucivero & Leenes, 2014). 

3 .  W h a t  i s  a  r o b o t ?  

In order to propose a regulatory framework for robotics, it has been necessary to provide 
an explication of ÔÈÅ ÔÅÒÍ ȰÒÏÂÏÔȱ ÔÈÁÔ ÃÏÕÌÄ ÃÏÎÓÔÉÔÕÔÅ ÔÈÅ ÂÁÓÉÓ ÆÏÒ ÔÈÅ ÅÔÈÉÃÁÌ ÁÎÄ legal analysis. 
As a matter of fact, ÔÈÅ ÔÅÒÍ Ȱrobotȱ can mean different things to different people, since there is no 
agreement on its meaning neither among professional users (i.e. roboticists) nor among laypeople. 

Virtual robots, softbots, nanorobots, biorobotics, bionics, androids, humanoids, cyborgs, 
drones, exoskeletons are just some of the terms currently used to designate a robot, or some 
ÁÓÐÅÃÔÓ ÏÆ ÉÔȟ ÉÎ ÓÃÉÅÎÔÉÆÉÃ ÁÎÄ ÐÏÐÕÌÁÒ ÌÁÎÇÕÁÇÅÓȢ )Æȟ ÏÎ ÔÈÅ ÏÎÅ ÈÁÎÄȟ ÔÈÅ ÎÕÍÂÅÒ ÏÆ ȰÔÈÉÎÇÓȱ ÔÈÁÔ ÁÒÅ 
becomiÎÇ ȰÒÏÂÏÔÉÃÓȱ ÉÓ ÉÎÃÒÅÁÓÉÎÇ ÄÕÅ ÔÏ ÔÈÅ ÔÒÅÎÄ ÔÏ×ÁÒÄ ÔÈÅ ÃÏÎÖÅÒÇÅÎÃÅ ÏÆ ÓÃÉÅÎÃÅ ÁÎÄ 
technologies as well as due to an indiscriminate use of the term robot in popular and academic 
language, on the other hand, it becomes increasingly difficult to point out the elements that make 
ÒÏÂÏÔÓ ÕÎÉÑÕÅ ×ÉÔÈ ÒÅÓÐÅÃÔ ÔÏ ÏÔÈÅÒ ȰÔÈÉÎÇÓȱȢ 4ÈÅ ×ÏÒÄÓ ÏÆ *ÏÓÅÐÈ %ÎÇÅÌÂÅÒÇÅÒȟ ÏÎÅ ÏÆ ÔÈÅ ÆÁÔÈÅÒÓ ÏÆ 
ÒÏÂÏÔÉÃÓȟ ÁÒÅ ÅÍÂÌÅÍÁÔÉÃ ÏÆ ÔÈÅ ÄÉÆÆÉÃÕÌÔÉÅÓ ÉÎ ÄÅÆÉÎÉÎÇ Á ÒÏÂÏÔȡ Ȭ) ÃÁÎȭÔ ÄÅÆÉÎÅ Á ÒÏÂÏÔȟ ÂÕÔ ) ËÎÏ× ÏÎÅ 
×ÈÅÎ ) ÓÅÅ ÏÎÅȭ ɉ%ÎÇÅÌÂÅÒÇÅÒ, 1989). 

It is worth noting that far from solving the issue here, in the next paragraphs we will 
ÄÅÓÃÒÉÂÅ ÈÏ× ÔÈÅ ÖÁÒÉÅÔÙ ÏÆ ÍÅÁÎÉÎÇÓ ÁÓÓÏÃÉÁÔÅÄ ÔÏ ÔÈÅ ×ÏÒÄ ȰÒÏÂÏÔȱ ÈÁÓ ÂÅÅÎ ÁÄÄÒÅÓÓÅÄ ×ÉÔÈÉÎ ÔÈÅ 
RoboLaw project. 

 
According to the most widespread understanding, a robot is an autonomous machine able to 

perform human actions. Three complementary attributes emerge from such a definition of robot: 
They concern: 1) physical nature: it is believed that a robot is unique since it can displace itself in 
the environment and carry out actions in the physical world. Such a distinctive capability is based 
on the assumption that a robot must possess a physical body. Indeed, robots are usually referred to 

as machines;5 2) autonomy: in robotics it means the capability of carrying out an action on its own, 
namely, without human intervention. Autonomy is usually assumed to be a key factor in qualifying 
Á ÔÈÉÎÇ ÁÓ Á ȰÒÏÂÏÔȱ ÏÒ ÁÓ ȰÒÏÂÏÔÉÃȱȢ )Î ÆÁÃÔȟ ÉÎ ÁÌÍÏÓÔ ÁÌÌ ÄÉÃÔÉÏÎÁÒÉÅÓ ÄÅÆÉÎÉÔÉÏÎÓȟ ÉÎÃÌÕÄÉÎÇ 
authoritative sources such as the International Standard Organisation (ISO 13482), there is always 

a reference to autonomy.6 Finally, 3) human likeness: the similarity to human beings. The idea that a 
robot should be humanoid in its appearance and behaviour is deeply rooted in the imaginary of 
people as a result of the effects of popular culture and our tendency to anthropomorphism. 
However, the design of human morphological and behavioural features may have functional 
motivations: indeed, the human form and behavior are evidently the best models for solving the 
problems related to the interactions of the robot with the environment and human beings 
(Breazeal, 2004). It should be pointed out here that with the advent of service robotics neither can 
users be exclusively identified with trained operators, but the category encompasses potentially 
anyone, nor is it possible to assume that robots operate in industrial environments only, since 
applications may span from the sitting room to the inside of a human body. Although human-

                                                             

5 !ÃÃÏÒÄÉÎÇ ÔÏ ÔÈÅ ÄÉÃÔÉÏÎÁÒÙ Á ÒÏÂÏÔ ÉÓ ȬÁ ÍÁÃÈÉÎÅ ÃÁÐÁÂÌÅ ÏÆ ÃÁÒÒÙÉÎÇ ÏÕÔ Á ÃÏÍÐÌÅØ series of actions 
automatically, especially one programmable by a computerȭ ɉ/%$ȟ ςπρτɊȢ 

6 See definition of robot given in fn 5. 
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likeness is still pursued by many roboticists (e.g. Honda Asimov), the number of robots which do 
not have a human-like design, such as drones or surgical robots, is increasing. 

An alternative way to make sense of the word robot, less subjective with respect to the one 
described above, would be to look at a robot main components. Indeed, there is a widespread 
consensus among practitioners in describing a robot as consisting of four main elements: sensors, 
actuators, controllers and power supply. However, the drawback of such an approach is that given 
the large diffusion of sensors, actuators and micro-controllers in almost all technological products, 
too many devices could qualify as robots. Indeed, even a computer connected to a printer should be 
considered as a robot, since it possesses all of the above components. The problem is that many 
roboticists would not agree (Bekey, Lin & Abney, 2011). 

In the framework of the RoboLaw project, instead of attempting to elaborate a new 
definition of robot, we devised a taxonomy of robotics, which, by classifying the main features of 
robots, allowed us to make sense of the plurality of uses and applications (Salvini, 2013). The 
taxonomy consists of six categories or classes, which have been identified by taking into account 
the most recurring features appearing in definitions of robots:7  

1) Use or task. It refers to the specific purpose or application for which the robot is 

designed. Indeed, the etymology of the word (from Czech robotaȟ ÍÅÁÎÉÎÇ ȰÆÏÒÃÅÄ ÌÁÂÏÕÒȱɊ8 implies 
that robots ÁÒÅ ÍÅÁÎÔ ÔÏ ÃÁÒÒÙ ÏÕÔ Á ÊÏÂ ÏÒ ÓÅÒÖÉÃÅȢ 0ÏÔÅÎÔÉÁÌÌÙ ÒÏÂÏÔÓ ÃÁÎ ÂÅ ÕÓÅÄ ÆÏÒ ȬÁÎÙ 
ÁÐÐÌÉÃÁÔÉÏÎ ÔÈÁÔ ÃÁÎ ÂÅ ÔÈÏÕÇÈÔ ÏÆȭ ɉ-ÕÒÐÈÙȟ ςπππȡ ρφɊȢ #ÏÎÖÅÎÔÉÏÎÁÌÌÙȟ ÁÐÐÌÉÃÁÔÉÏÎÓ ÁÒÅ ÄÉÖÉÄÅÄ 
into tow macro categories: service and industrial applications.  

2) The environment is the outside of the robot, the space where the robot will carry out 
its actions. Within this category it is possible to make a macro distinction between physical and 
non-physical environments. In this way, it is possible to bring together robots that operate on 
space, air, land, water and the human body (or other biological environments) and those working in 
cyberspace, such as softbot. 

3) Nature refers to the way in which a robot manifests itself or exists. Within this 
category it is possible to distinguish between two main sub-categories determined by the type of 
embodiment: embodied and disembodied robots. Machines, hybrid bionic systems and biological 
robots belong to the former sub-class, while software or virtu al agents belongs to the latter. In this 
way, it was possible to avoid discriminating robots by the material they are made of, and therefore 
enlarge the definition to comprehend software agents (also know as virtual robots or softbots), 
artificial biological robots, such as nanorobots (Dong, Subramanian & Nelson, 2007) and finally, 
hybrid -bionic systems, which are made of biological and mechatronic components (e.g. limb 
prosthesis).  

4)  Human-robot interaction (HRI). This category takes into account the relationship 
between robots and human beings. It is a varied category including modes of interaction, interfaces, 
roles, and proximity between humans and robots.  

5) Autonomy specifies a robot degree of independence from an outside human 
supervisor in the execution of a task in a natural environment  (i.e. out of a laboratory). Within this 
category different levels of autonomy can be included: full autonomy, semi-autonomy and tele-
operation. In this way it was possible to consider as robots both autonomous vehicles, such as the 
Google car (see infra , Ch. 2) and the da Vinci (see infra , Ch. 3), a tele-operated system used for 
robotic assisted surgery.  

The categories identified in the taxonomy have mainly hermeneutic and analytical values, 
since they help us to make sense of the variety of existing applications and provide us with a 

                                                             

7 For an overview of the most recurring aspects in robot definitions see Salvini, 2013, Table 1, p. 20 f. 
8 OED, 2014. 
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coherent method for bringing together apparently heterogeneous applications. As a matter of fact, 
in line with the RoboLaw consortium decision to favour inclusion rather than exclusion, by turning 
some of the most common features of robots into general categories common to all kinds of robots, 
it was possible to turn differences into similarities. Within each category a wide range of 
possibilities (including opposite options) may coexist. For instance, in the category ȰÁÕÔÏÎÏÍÙȱ 
there might be full y autonomous devices as well as fully tele-operated ones; likewise, in the 
ÃÁÔÅÇÏÒÙ ȰÎÁÔÕÒÅȱ ÉÔ ÉÓ ÐÏÓÓÉÂÌÅ ÔÏ ÈÁÖÅ ÒÏÂÏÔÓ ÅÍÂÏÄÉÅÄ ÉÎ Á physical or virtual ȰÂÏÄÙȱ. Of all 
categories, the task or the robot intended purpose can be considered as the most fundamental one, 
since it subsumes all the others. Accordingly, as it will be explained in § 7.1, four case studies have 
been selected by considering their application domain: healthcare (i.e. robotic assisted surgery, 
prosthetics, and care) and logistics (i.e. self-driving cars). 

Finally and to sum up, the taxonomy points out the peculiarity of each robot, which cannot 
be discussed in isolation from its task, operative environment, nature, human-robot interaction and 
level of autonomy. Moreover, until the day in which robots will be able to auto replicate, their 
teleology will always be derived from human beings. This means that notwithstanding the 
possibilities offered by technological advancements in artificial learning, intelligence, 
consciousness, and sentience, the human being will be always the ultimate responsible for the robot 
design and use. 

4 .  M a p p i n g  r o b o l a w  

In order to be able to develop guidelines and recommendations for regulating emerging 
robotic applications, it is important to first analyze the current regulatory landscape: which existing 
norms apply to various robotic applications, and where can possible regulatory gaps or 
inadequacies be discerned that require regulatory intervention? An important initial step in the 
roadmap towards developing guidelines for regulating robotics has therefore been to map the 
existing regulatory landscape. In order to map this landscape in a systematic way, the project has 
first devised a methodology for analyzing existing regulatory provisions, which enables knowing 
what to map and how to structure and color the map (Koops et al., 2012).  

The developed methodology consists of two parts. The first part (Koops et al., 2012: 9-17) 
presents concepts and distinctions relevant for identifying and describing norms. It identifies, first, 
where ÔÏ ÆÉÎÄ ÎÏÒÍÓȟ ÎÏÔ ÏÎÌÙ ÉÎ ÌÁ× ÂÕÔ ÁÌÓÏ ÉÎ ȰÓÏÆÔ ÌÁ×ȱȟ ÉȢÅȢ ÓÔÁÎÄÁÒÄÓȟ ÁÎÄ ÓÏÃÉÁÌ ÎÏÒÍÓȟ ÌÏÏËÉÎÇ 
at potentially relevant jurisdictions and possible legal areas and application areas that regulate 
different types of robotics. Second, it identifies the type and status of norms in the hierarchy of 
norms, ranging from fundamental, inalienable rights to non-binding self-regulatory rules, which 
have different forms, levels of bindingness, and origins, also depending on the legal tradition. Third, 
it identifies the context and purpose of the norms, as the existence and gist of norms is related to the 
stage of technological development, the level(s) and types of risk involved, and the purpose that the 
norms aim to achieve in their context. 

After having identified and briefly described norms, an inventory of robotics regulation can 
use the second part of the methodology (Koops et al., 2012: 18-22) to provide a more-in-depth 
analysis of the regulatory field. This part zooms in on the identified norms, by providing concepts 
and distinctions that can be used to classify and compare them. Potentially, relevant aspects for 
classifying norms are the regulatory pitch, range, tilt, and connectivity; whether and to what extent 
the norms involve fundamental legal concepts and values; and which (possibly hidden) constraints 
and perspectives (e.g., cultural or linguistic frames or cultures) underlie the norms. Norms can 
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subsequently be compared through the method of comparative legal research, which should take 
ÉÎÔÏ ÁÃÃÏÕÎÔ ÁÌÌ ÄÉÆÆÅÒÅÎÔ ȰÆÏÒÍÁÎÔÓȱ ÃÏÍÐÏÓÉÎÇ ÔÈÅ ÌÅÇÁÌ ÓÙÓÔÅÍ ÏÆ ÄÉÆÆÅÒÅÎÔ ÊÕÒÉÓÄÉÃÔÉÏÎÓȢ ! 
recommended approach is to ask questions and describe cases of regulatory relevance, related to 
different developments in robotics, and to analyse how different legal systems address these 
questions and cases (Koops et al., 2012: 22). 

The methodology and comparative approach has subsequently been used by the project 
team to map the existing regulation applying to various robotics applications (Leenes (ed.), 2012). 
The analysis focused on those areas of law that are most likely to have a general bearing on the 
broad field of robotics. Five common legal themes9 can be identified as having the broadest bearing 
on robotics regulation: 1) health, safety, consumer, and environmental regulation; 2) liability 
(including product liability and liability in certain sectors); 3) intellectual property rights (both to 
the robot itself and to works created by the robot); 4) privacy and data protection; and 5) capacity 
to perform legal transactions, e.g., whether intelligent agents can enter into contracts.  

1) An extensive set of EU-based health and safety requirements is relevant for robots and 
robotic technologies. The requirements aim at protecting workers in factories against the dangers 
of (heavy) machinery and equipment. For industrial robots, specific regulation (for instance ISO 
standard 10218) has been developed. In contrast to industrial robots, which are applied in a 
controlled and well-structured environment, service robots are applied in less structured 
environments for a wide range of tasks, often by people with no specific training. As robotic 
applications move from structured, professional environments of industry into hospitals, homes, 
shops, and the street, a new wave of regulation will have to be developed to cope with the specific 
health and safety issues that emerge in these new environments. Differences in safety risks and 
levels of user training will affect the nature of safety requirements and hence the design of the 
robots. Another relevant finding is that there is a complex interplay between different regulations, 
×ÈÉÃÈ ÉÎÖÏÌÖÅ ÄÉÆÆÅÒÅÎÔ ÒÅÇÉÍÅÓ ÆÏÒ ÄÉÆÆÅÒÅÎÔ ÓÔÁÇÅÓ ÏÆ ÒÏÂÏÔÓȭ ÌÉÆÅÃÙÃÌÅȟ ÒÁÎÇÉÎÇ ÆÒÏÍ ÒÅÇÕÌÁÔÉÏÎ ÏÆ 
hazardous substances and product safety requirements to rules on disposal of waste equipment. 
Depending on their type, they fall under general regimes of consumer goods and product safety but 
also potentially under product-specific regimes, such as toys or cars. This complex interplay merits 
further study for determining which sets of legal requirements obtain for which types of robots and 
robotic devices, in order to see whether gaps in legal protection or conflicting rules exist for certain 
specific robotic applications (Leenes, 2012: 31-60).  

2) Robots cannot be held liable themselves for acts or omissions that cause damage to third 
parties under existing legal regimes. However, manufacturers, owners or users of robotic 
technologies may be held responsible for damage ÃÁÕÓÅÄ ÂÙ ÒÏÂÏÔÓȟ ÉÆ ÔÈÅ ÃÁÕÓÅ ÏÆ ÔÈÅ ÒÏÂÏÔȭÓ 
behaviouÒ ÃÁÎ ÂÅ ÔÒÁÃÅÄ ÂÁÃË ÔÏ ÔÈÅÍ ÁÎÄ ÉÆ ÔÈÅÙ ÃÏÕÌÄ ÈÁÖÅ ÆÏÒÅÓÅÅÎ ÁÎÄ ÁÖÏÉÄÅÄ ÔÈÅ ÒÏÂÏÔȭÓ 
behaviour under rules of fault liability. Moreover, they can be held strictly liable for acts or 
omission of the robot, for example, if the robot can be qualified as a dangerous object or if it falls 
under product liability rules. However, it is hard to provide evidence of the link between human 
behaviour and damage caused by robotic technologies, particularly in cases where a person cannot 
distinctly control the actions of a robot. The damage may also be the result of a multitude of factors, 
ÇÉÖÅÎ ÔÈÅ ÃÏÍÐÌÅØÉÔÙ ÏÆ ÒÏÂÏÔÓȭ ÆÕÎÃÔÉÏÎÉÎÇ ÁÎÄ ÔÈÅÉÒ ÉÎÔÅÒÁÃÔÉÏÎ ×ÉÔÈ ÕÎÐÒÅÄÉÃÔÁÂÌÅ ÅÎÖÉÒÏÎÍÅÎÔÁÌ 
factors. This makes the liability risks difficult to estimate, which can lead to legal uncertainty that 

                                                             

9 Another key common theme, namely fundamental rights protection, has been singled out for 
separate treatment, since it is an overarching theme that affects all aspects of robotics regulation ɀ see infra, § 
4.1. 
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may have to be addressed by the legislature. The law should strike a careful balance between the 
conflicting interests of manufacturers, users, and third parties, and between risk regulation and 
stimulation of innovation (Leenes, 2012: 61-134; see also infra , § 5).  

3) Robotics inventions and products can be protected by intellectual property rights (IPR), 
such as patents and trademarks and copyright. There are no legal provisions that specifically apply 
to robotics, but existing legal regimes and doctrines can relatively clearly be applied to robotics. 
Nevertheless, there may be public-policy reasons to extend or reduce the protection afforded by 
IPRs, and further research is needed to determine whether the current application of IPRs 
sufficiently meets the needs of the robotic industry and society at large. A second IPR-related 
question is whether robots themselves are capable of producing copyrightable works. The UK has 
dedicated legislation with a positive stance to computer-generated or robot-generated works 
(although it is debated how this should be applied exactly), whereas other countries lack such 
legislation and seem to deny the possibility of such protection. This is an area where the law as it 
stands does not come up with clear answers. Issues that need clarification in legal research and 
practice are, for example, what exactly is a computer-generated work, who is the initial rights 
holder of such a work, and how the criterion ÏÆ ÁÎ ȰÏ×Î ÉÎÔÅÌÌÅÃÔÕÁÌ ÃÒÅÁÔÉÏÎȱ ÃÁÎ ÂÅ ÁÐÐÌÉÅÄ ÔÏ 
computer-generated works (Leenes, 2012: 135-158).  

4) Many robots will contain information technology and many of those are likely to process 
sensor data. When these data concern individuals, the processing of these data by robots is subject 
to data protection regulation, involving requirements relating to, among other things, transparency, 
security, and lawful and fair processing. The data controller (this will often be the owner) has to 
comply with the data protection requirements. The emerging field of privacy by design can prove 
useful in making and keeping robots data protection-compliant. Some legal requirements can be 
ÉÍÐÌÅÍÅÎÔÅÄ ÉÎ ÔÈÅ ÒÏÂÏÔȭÓ ÓÏÆÔ×ÁÒÅ ÁÎÄ ÉÎÔÅÒÆÁÃÅȟ ÓÕÃÈ ÁÓ ÄÁÔÁ ÓÅÃÕÒÉÔÙ ÔÈÒÏÕÇÈ ÄÁta encryption 
and data access control. Requirements such as informed consent can be implemented in system 
design, for example through interaction with users via displays and input devices. Designing in data 
protection is not only relevant for compliance purposes, but it can also improve social acceptance. 
However, there are significant differences in data protection frameworks between the EU and other 
jurisdictions, which could make it difficult for manufacturers catering for the international market 
to design in specific data protection rules (Leenes, 2012: 159-188).  

5) Software agents are becoming more intelligent and capable of taking over tasks 
traditionally done by humans. Also physical robots, such as companion and care robots will become 
more sophisticated and may have to be equipped with a capability of rendering basic services 
beyond pure material care, such as assistance in purchasing food, drugs, newspapers, or bus tickets. 
For such applications, it could be useful if robots would have the capacity to perform legal 
transactions. Robots currently do not have legal personality; in the current legal frameworks, they 
ÃÁÎ ÏÎÌÙ ÁÃÔ ÁÓ ȰÍÅÒÅ ÔÏÏÌÓȱȟ ÓÏ ÔÈÅ ÌÅÇÁÌ ÒÅÓÐÏÎÓÉÂÉÌÉÔÙ ÆÏÒ ÒÏÂÏÔ ÁÃÔÉÏÎÓ ÒÅÓÔÓ ×ÉÔÈ ÔÈÅÉÒ ÈÕÍÁÎ 
ȰÍÁÓÔÅÒȱȢ 4ÈÅÏÒÅÔÉÃÁÌÌÙȟ ÈÏ×ÅÖÅÒȟ ÉÔ És possible to attribute legal personality to robots by changing 
the law. Basic requirements for granting legal personality to non-human entities, such as 
corporations, are that they are registered and have property. Registration requirements could in 
principle be extended to robots (including requirements on how robots can prove their registered 
identity); the capability of owning property is less easy to create, although legal constructions could 
be devised to accommodate this. Another issue to resolve if robots were to be granted legal 
personality is how disputes can be resolved in which the robot is a party; how can they be 
represented in court? (Leenes, 2012: 189-227) 
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The map of existing regulation pertaining to robotics applications demonstrates that robot-
specific regulation does not exist in most fields. The map of the regulatory landscape consists 
primarily of a broad description of legal areas in general, in which relevant elements and doctrines 
of the respective fields need to be applied to concrete forms of robotics. This often involves 
considerable interpretation and an assessment of the rationale underlying existing legal provisions, 
to determine whether, how, and to what extent specific forms of robotics are regulated in different 
legal domains. As such an assessment often also contains a normative element ɀ judging whether 
and how specific forms of robotics should be regulated ɀ it is helpful to take recourse to a shared 
normative framework that can guide the evaluation of the regulatory implications of robotics. 
Hence, a second major element of the roadmap towards guidelines for regulating robotics involves 
an analysis of the role of fundamental rights and liberties in the European context. 

4.1 The protection of fundamental rights and liberties i n the European research and 
market sphere  

Technological advances, together with the economic power of companies and research 
institutions, are often held responsible for producing knowledge and industrial applications  
without any concern for the exposure at risk of democratic values and human rights. On the 
contrary, the concern for the protection of fundamental rights potentially undermined by 
technological developments has recently become a characteristic feature of European science-
making.  

The objective of undertaking a comprehensive analysis of regulation needs with regard to 
robotic technologies does not take place in a void: a theoretical framework and a tissue of rules to 
which many robotic products and applications can be fine-tuned already exist, as the first phase of 
the research has tried to highlight in a systematic way. But, in this respect, the most general legal 
and ethical environment to be taken into account is given by a common set of overarching 
principles that are shared in the contemporary European legal order. 

Human rights are in fact an essential apparatus to deploy in order to promote and 
guarantee responsible advances in science and technology. The protection of fundamental rights 
has played different roles throughout the study: it has provided a background on which to test the 
desirability of different robotic applications; it has contributed to design the safeguards that have to 
be observed in order for future developments to be consistent with values we hold dear; it has 
directed the analysis on the human capabilities that are affected by robots and therefore are 
potentially relevant for the regulatory effort undertaken by the RoboLaw project; finally, it has 
offered a constitutional legal basis on which specific rules for certain robotic applications can be 
grounded and justified. 

%ØÐÌÏÒÉÎÇ ÆÕÎÄÁÍÅÎÔÁÌ ÒÉÇÈÔÓ ÁÓ Á ȰÁ ÔÏÕÃÈÓÔÏÎÅ ÆÏÒ ÒÅÇÕÌÁÔÉÏÎȱ ÉÍÐÌÉÅÓ ÂÏÔÈ ÔÏ ÔÁÃËÌÅ ÔÈÅ 
question whether fundamental rights are menaced by new technical opportunities purported by 
robotics, and whether, on the contrary, an efficient and proactive protection of fundamental rights 
and liberties proclaimed at the European level requires to foster innovation in robotics also by 
means of especially designed legal rules or inventive interpretation. Many rights recognized at the 
national and supranational level are certainly affected by developments in robotics; a (provisional) 
catalogue of these rights and the ways in which they can be altered or transformed or made 
effective through different types of robotic technologies have been enumerated (Koops et al., 2013). 
The resulting question whether there are legal gaps in legal protection of fundamental rights due to 
new forms of aggression brought about by robotics has been addressed (Gasson & Koops, 2013); 
subsequently, the need to establish new fundamental rights or to enlarge the scope of the existing 
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ones in the light of novel risks of infringement has been confronted (Koops et al., 2013). A third step 
was to investigate whether and to what extent the constitutional framework could point to 
ÄÅÖÅÌÏÐÍÅÎÔÓ ÉÎ ÒÏÂÏÔÉÃÓ ÔÈÁÔ ×ÏÕÌÄ ÂÅÔÔÅÒ ÆÕÌÆÉÌ ÆÕÎÄÁÍÅÎÔÁÌ ÖÁÌÕÅÓ ÁÎÄ ÅÎÓÕÒÅ ÔÈÅ ÒÉÇÈÔÓȭ 
implementation, so to impress a beneficial direction both to the legal and the scientific endeavour. 
The values that appear relevant in this respect are equality, solidarity, and justice and, within the 
value-based structure assumed by the European Charter of Fundamental Rights, the principle of 
non-discrimination (art. 21), the rights of the elderly (art. 25) and the integration of persons with 
disabilities (art. 26), the right to healthcare (art. 35), and to consumer protection (art. 38). Robotics 
products that are developed for applications in the healthcare context; care and companion robot 
used for the assistance of  the elderly, to help them live an independent life and be socially active; 
advanced prostheses, orthoses and exoskeletons that can improve the quality of life of persons with 
various types of disabilities: these applications have been given a special attention in the present 
research, in consideration of their correspondence to qualified social needs and the ability to meet 
and accomplish core values. 

These social needs and core values are intrinsically related to the notion of human 
ÆÌÏÕÒÉÓÈÉÎÇȟ ×ÈÉÃÈ ȬÔÒÅÁÔÓ ÅÁÃÈ ÐÅÒÓÏÎ as an end and as a source of agency and worth in her own 
ÒÉÇÈÔȭ ɉ.ÕÓÓÂÁÕÍȟ ςπππȡ φωɊȢ 4Ï ÆÏÓÔÅÒ ÈÕÍÁÎ ÆÌÏÕÒÉÓÈÉÎÇȟ ÔÈÅ #ÁÐÁÂÉÌÉÔÙ !ÐÐÒÏÁÃÈ ÁÓ ÄÅÖÅÌÏÐÅÄ ÂÙ 
Martha Nussbaum and Amartya Sen provides a productive framework, emphasizing that human 
well-being dÅÐÅÎÄÓ ÏÎ Ȭ×ÈÁÔ ÐÅÏÐÌÅ ÁÒÅ ÁÃÔÕÁÌÌÙ ÁÂÌÅ ÔÏ ÄÏ ÁÎÄ ÔÏ ÂÅȭ ɉ.ÕÓÓÂÁÕÍȟ ςπππȡ υɊ ÒÁÔÈÅÒ 
ÔÈÁÎ ÌÏÏËÉÎÇ ÁÔ ÁÂÓÔÒÁÃÔ ÃÁÔÅÇÏÒÉÅÓ ÏÆ ÁÖÅÒÁÇÅ ÈÕÍÁÎ ÂÅÉÎÇÓȭ ×ÅÌÌ-being. This approach provides a 
perspective of how humans are empowered to do something, which is a useful perspective to apply 
in the European regulatory framework that is built on human rights and fundamental freedoms 
(Lucivero et al., 2013: 5). 

The Capability Approach includes the environment of humans as an important factor in 
understanding human capabiliÔÉÅÓȢ 4ÈÅ ËÅÙ ÒÏÌÅ ÔÈÁÔ ÔÅÃÈÎÏÌÏÇÙ ÐÌÁÙÓ ÉÎ ÈÕÍÁÎÓȭ ÅÎÖÉÒÏÎÍÅÎÔ ÈÁÓ 
been further elucidated in philosophy of technology and Science and Technology Studies. 

The relationship the human being entertains with technology has already in many ways 
changed our bodies and our perceptions of what is outside and what is inside it, leading in different 
ways both to an extension of capabilities beyond human reach and to an inclusion of things and 
devices into the body itself. An approach based on the impact of robotics on human capabilities has 
ÁÌÓÏ ÂÅÅÎ ÁÄÏÐÔÅÄ ÂÅÃÁÕÓÅ ÉÔ ÉÓ ÒÅÌÅÖÁÎÔ ÉÎ ÔÈÅ ÐÅÒÓÐÅÃÔÉÖÅ ÏÆ ÒÅÇÕÌÁÔÉÏÎȡ ÉÎ ÆÁÃÔ ȬÃÕÒÒÅÎÔ ÌÅÇÁÌ ÒÕÌÅÓ 
may not be well-aligned with human capabilities that did not exist or that were substantially 
different, at the time they were ÄÒÁÆÔÅÄȭ ɉ,ÕÃÉÖÅÒÏ et al., 2013: 8). As technologies modulate what 
we value and how much we value it, an understanding of the relationships between technologies 
and human capabilities sheds further light on the interaction between these technologies and our 
moral standards and values, making the technological dimension at least as important as the 
biological and social dimensions of human capabilities (Lucivero et al., 2013: 5). It is important to 
realize that technologies do not only afford new or enhanced capabilities, but may also lead to the 
loss of existing capabilities through a variety of means (examples of this type are discussed in 
Lucivero et al.ȟ ςπρσȡ σπ ÆȢɊȢ 4ÈÉÓ ÄÕÁÌ ÃÈÁÒÁÃÔÅÒ ÏÆ ÔÅÃÈÎÏÌÏÇÙȭÓ ÉÍÐÁÃÔ ÏÎ ÈÕÍÁÎ ÃÁÐÁÂÉÌÉÔÉÅÓ ÈÁÓ ÔÏ 
be always considered in ethical and regulatory analyses of robotics.  

The ethical approach entrenched in the Capability Approach, which also has legal 
implications, allows us to highlight the ways in which technology-related changes in our values can 
be assessed: we can distinguish between those developments that contribute positively to 
intrinsically valuable human capabilities, and those developments that contribute negatively to 
ÔÈÅÓÅ ÃÁÐÁÂÉÌÉÔÉÅÓ ÏÒ ÔÈÁÔ ÏÎÌÙ ÉÍÐÁÃÔ ÏÎ ÃÁÐÁÂÉÌÉÔÉÅÓ ÔÈÁÔ ÄÏ ÎÏÔ ÈÁÖÅ ÔÈÅ ÉÎÔÒÉÎÓÉÃ ȰÄÉÇÎÉÔÙȱ ÏÆ 
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contributing to human flourishing. Such an assessment will inevitably touch upon the principles 
and values that are affirmed in our constitutional protection of fundamental rights. Based on this 
perspective, we can determine which technology developments should be changed through 
regulatory efforts, or should receive a lower prioritization in policies aimed at technological 
ÉÎÎÏÖÁÔÉÏÎȟ ÉÆ ÔÈÏÓÅ ÔÅÃÈÎÏÌÏÇÙ ÄÅÖÅÌÏÐÍÅÎÔÓ ÏÎÌÙ ÔÅÎÄ ȬÔÏ ÅØÐÁÎÄ ÕÎÄÅÓÉÒÁÂÌÅȟ ÔÒÉÖÉÁÌ ÏÒ 
ÉÎÓÔÒÕÍÅÎÔÁÌ ÃÁÐÁÂÉÌÉÔÉÅÓȭ ɉ/ÏÓÔÅÒÌÁËen, 2012: 5). 

Furthermore, this approach gives us the opportunity to rethink philosophically and 
anthropologically the theme of disability as part of a revisited human condition. Disabled 
individuals cannot be protected until we understand that disability is not a mere pathology, but a 
universal perspective of life. Disability is an expression of the human condition, which cannot be 
conceptualized merely as a deficiency or human minus. Conversely, disability has shown us that 
everyone can become disabled, because humans are naturally and culturally vulnerable. For this 
reason, we build societies and create technologies to overcome these difficulties of life, but in so 
doing we become culturally vulnerable because social life requires to be increasingly supported by 
technological implementations (Carnevale & Bonino, 2013). 

Bearing in mind that some robotic applications, namely those intended to help the elderly 
and the disabled, foster fundamental values, the analysis has focused also on the ways to provide 
the right incentives for their development, which we deem desirable. This specific perspective has 
led for instance to propose special rules in the context of liability for damages deriving from the use 
of prostheses, in order both to shield the producer from excessive liability (thus providing correct 
incentives for expanding research and the market for such technologies), and to compensate the 
victims (Bertolini, 2013; see also, infra , Ch. 4, § 4.2). The same rationale can apply to surgical and 
care robots (see, respectively, Ch. 3, § 4.7; and Ch. 5, § 3), and, to some extent, to automated cars 
(see Ch. 2, § 4.2). 

Given this background, special attention has been given throughout the research to the 
possibility of introducing robotics in healthcare (see infra, § 7.1). This field should be considered 
strategic for European intervention in response to the challenges of increasing the quality of 
healthcare, and offering better treatment to the patients in terms of early diagnostic and effective 
treatment of diseases; reducing the costs associated with modern medicine; supporting disabled 
people with technologies that overcome their motor or sensor impairment; and confronting the 
problems brought about by demographic change, with population ageing, increasing demand for 
healthcare, decreasing availability of care providers, excessive burdens for family carers. 

5 .  R i s k s  a n d  r e s p o n s i b i l i t i e s .  

4ÈÅ ÐÒÏÂÌÅÍ ÏÆ ÄÁÍÁÇÅÓ ÏÃÃÕÒÒÅÄ ÄÕÅ ÔÏ ÒÏÂÏÔÓȭ ÁÃÔÉÏÎ ÁÎÄ ÔÈÅ ÁÓÓÏÃÉÁÔÅÄ ÉÓÓÕÅ ÏÆ ÌÉÁÂÉÌÉÔÙ 
are generally considered the most pressing questions by researchers, manufacturers and other 
stakeholders (Bekey, Lin & Abney, 2011). The Economist Special Report cited above stressed 
ÐÒÅÃÉÓÅÌÙ ÔÈÅ ÆÁÃÔ ÔÈÁÔ ȬÍÁÎÕÆÁÃÔÕÒÅÒÓȭ ÔÅÃÈÎÉÃÁÌ ÁÂÉÌÉÔÙ ÔÏ ÐÒÏÄÕÃÅ ÒÏÂÏÔÓ ÔÈÁÔ ÃÁÎ ÈÅÌÐ ÉÎ ÔÈÅ ÈÏÍÅ 
might easily outrun their capacity to deal with the resulting liability issues, especially if the robots 
ÏÐÅÒÁÔÅ ÉÎ ÔÈÅ ÈÏÍÅÓ ÏÆ ÅÌÄÅÒÌÙ ÐÅÏÐÌÅ ×ÉÔÈ ÃÏÇÎÉÔÉÖÅ ÄÉÆÆÉÃÕÌÔÉÅÓȭ ɉÐȢ ρφɊȢ 4ÈÅ ÒÅÁÓÏÎÓ ÕÎÄÅÒÌÙÉÎÇ 
this assumption can only be sketched. 

First of all, it is necessary to take into account the increasing complexity of technological 
products and systems. This aspect is not distinctive of robotics, but robots contribute further to it, 
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reducing the scope for human control and oversight (von Schomberg, 2008: 333). In the setting of 
complex robotic systems, roles of many different individuals overlap and are tied one to another; 
the overall process of building and making a robot operational involves multiple actors that 
sometimes contribute to a segment and have not control, or even understanding, over the entire 
device and its functioning (Wallach, 2011: 194). The difficulties in ascertaining responsibility for 
accidents in complex systems ask for rules that allow compensation of damages, but also spread its 
costs among the multiple actors, that, intervening at different stages in the production and 
distribution process, may be called to bear the consequences according to innovative schemes. 

!ÎÏÔÈÅÒ ÖÁÒÉÁÂÌÅ ÏÆÔÅÎ ÉÎÄÉÃÁÔÅÄ ÁÓ ÍÁËÉÎÇ ÌÉÁÂÉÌÉÔÙ ÆÏÒ Á ÒÏÂÏÔȭÓ ÁÃÔÉÏÎ a special case is the 
increasing autonomy that these machines display and their learning capacity, that render difficult 
to assess responsibility. Autonomy, at different degrees and extents, is a characteristic feature of 
robots, that has to be implemented in machines, if we want them to be able to operate in complex 
environments, where they will encounter influences that their designers could not anticipate, and 
will receive new inputs that can impact on their behaviour in an unpredictable way. The 
assumptÉÏÎ ÔÈÁÔ ȬÁÎÙÔÈÉÎÇ Á ÒÏÂÏÔ ÄÏÅÓ ÉÓ ÔÈÅ ÒÅÓÕÌÔ ÏÆ ÐÒÏÇÒÁÍÍÉÎÇȟ ÁÎÄ ÈÅÎÃÅ ÔÈÅ ÍÁÃÈÉÎÅ ÃÁÎ ÄÏ 
ÏÎÌÙ ×ÈÁÔ ÉÔ ÉÓ ÉÎÔÅÎÔÉÏÎÁÌÌÙ ÐÒÏÇÒÁÍÍÅÄ ÔÏ ÄÏȭ ÉÓ ÄÅÅÍÅÄ ÔÏ ÂÅ ȬÁ ÑÕÁÉÎÔ ÏÖÅÒÓÉÍÐÌÉÆÉÃÁÔÉÏÎȭ 
ɉ"ÅËÅÙȟ ,ÉÎ Ǫ !ÂÎÅÙȟ ςπρρɊȢ &ÕÒÔÈÅÒÍÏÒÅȟ ÃÏÍÐÌÅØ ÓÙÓÔÅÍÓ ÍÁÙ ÄÉÓÐÌÁÙ ȬÅÍÅÒÇÅÎÔ ÂÅÈÁÖÉÏÕÒÓȭ 
(Arkin, 1998), i.e., modes of behaviour which were not predicted by the designer but which arise as 
a result of unexpected interactions among the components of the system or with the operating 
environment. This unpredictability of behaviour would challenge the principle underlying most 
common rules on liability for damages, that is the control that the person deemed to be responsible 
can exert over the action of the damaging agent. The conclusion is that the traditional ways of 
responsibility ascription, based on negligence or deriving from failing to take proper care, are not 
compatible with increasing unpredictable machines, because nobody has enough control over the 
machine action (Matthias, 2004). 

A third element to be taken into account while discussing the issue of robots and liability is 
the great variety of potential uses and contexts in which the consumers can decide to deploy robots, 
that designers and engineers will not be able to envision in order to adopt the necessary safeguards 
(Asaro, 2007: 2). Moreover consumers could interfere with robots as long as their software system 
works on an open platform, that would be open to third party innovation that a manufacturer could 
not anticipate (Calo, 2011).  

Several analyses share this view on the special features that robotic systems exhibit and 
invite to address this responsibility gap, but then part when try to envisage possible solutions in 
terms of legal remedies. The main responses provided by the scholars can be clustered into three 
groups. 

A first proposal is to limit liability, as a way both to boost innovation in the robotic industry, 
by reducing the fears of liability-related costs, and to exclude that producers have to bear 
responsibility for risks that could not be avoided notwithstanding the care in informing and 
ÄÅÓÉÇÎÉÎÇ ÔÈÅ ÐÒÏÄÕÃÔÓȢ 4ÈÅ ȬÃÏÍÐÒÏÍÉÓÅ ÂÅÔ×ÅÅÎ ÔÈÅ ÎÅÅÄ ÔÏ ÆÏÓÔÅÒ ÉÎÎÏÖÁÔÉÏÎ ÁÎÄ ÔÈÅ ÎÅÅÄ ÔÏ 
ÉÎÃÅÎÔÉÖÉÚÅ ÓÁÆÅÔÙȭ ×ÏÕÌÄ ÈÁÖÅ ÐÒÅÃÅÄÅÎÔÓ ÉÎ ÔÈÅ ÉÍÍÕÎÉÔÙ ÏÆ ÇÕÎ ÍÁÎÕÆÁÃÔÕÒÅÒÓ ÆÒÏÍ ×ÈÁÔ ÐÅÏÐÌÅ 
do with their guns, on the assumption that robots can be put to multiple uses not all of which can be 
predicted and warned against by producers, or in the immunity enjoyed by web providers. A 
Ȱselective immunityȱ for open robotic platforms manufacturers would avoid disincentives to open 
robotics while preserving incentives for safety (Calo, 2011: 131 ff.). 
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A second solution resorts to the creation of legal personhood for robots  in order to make 
them responsible for any damage they may have caused (Leroux et al., 2012). The proposal comes 
from the observation that robots are being programmed to show increasing adaptive and learning 
capabilities, and can therefore react unpredictably to the inputs they receive from the environment. 
In these cases, the attribution of liability to the ÒÏÂÏÔȭÓ Ï×ÎÅÒ ÃÏÕÌÄ ÓÔÉÌÌ ÁÐÐÌÙȟ ÂÁÓÅÄ ÏÎ ÅØÉÓÔÉÎÇ 
models such as the vicarious liability for injuries caused by animals, or the parental responsibility 
ÆÏÒ ÄÁÍÁÇÅÓ ÐÒÏÄÕÃÅÄ ÂÙ ÍÉÎÏÒÓȢ "ÕÔ ÁÎÏÔÈÅÒ ÓÃÈÅÍÅ ÉÓ ÅØÐÌÏÒÅÄȟ ÂÅÃÁÕÓÅȟ ÕÌÔÉÍÁÔÅÌÙȟ ȬÉÔ ÓÅÅÍÓ 
that prÏÄÕÃÅÒȟ ÐÒÏÇÒÁÍÍÅÒȟ Ï×ÎÅÒ ÁÎÄ ÕÓÅÒ ÁÒÅ ÁÓÓÕÍÉÎÇ ÔÈÅ ÒÏÌÅ ÏÆ ȰÅØÔÅÒÎÁÌ ÃÏÎÔÒÏÌÌÅÒȱ ÏÆ ÁÎ 
entity that seems to be capable of expressing embryonic but growing levels of autonomy and 
ÓÕÂÊÅÃÔÉÖÉÔÙȭ ɉIbid.: 57). Building on the reasoning about the forms of responsibility arising from a 
ÒÏÂÏÔȭÓ ÁÃÔÉÏÎȟ Á ÍÏÒÅ ÇÅÎÅÒÁÌ ÄÉÓÃÏÕÒÓÅ ÏÎ ÒÏÂÏÔÓȭ ÌÅÇÁÌ ÓÕÂÊÅÃÔÉÖÉÔÙ ÉÓ ÍÁÄÅ ɉIbid.: 58 ff.). 
Ȱ%ÌÅÃÔÒÏÎÉÃ ÐÅÒÓÏÎÈÏÏÄȱ ÉÓ ÃÏÎÓÉÄÅÒÅÄ Á ÐÌÁÕÓÉÂÌÅ ÁÐÐÒÏÁÃÈ ÆÏÒ ÅÍÂÏÄÉÅÄ ÒÏÂÏÔÓ ɉÏÒ ÓÏÆÔ×ÁÒÅ 
agents) that display a certain degree of autonomy and interact with people. Robots would have to 
be registered and equipped with an asset in order to be able to compensate for damages or fulfil  
obligations. Different choices could be made regarding how this financial basis should be composed 
and funded. 

A third solution is by ÉÎÃÒÅÁÓÉÎÇ ÔÈÅ Ï×ÎÅÒȭ ÒÅÓÐÏÎÓÉÂÉÌÉÔÙȢ 4ÈÉÓ ÉÄÅÁ ÒÅÓÔÓ ÏÎ ÔÈÅ ÁÓÓÕÍÐÔÉÏÎ 
that the party aggrieved by the robot would encounter many difficulties were he/she to prove the 
negligence of the owner and/or the causality, due to the complexity and the lack of transparency of 
highly sophisticated machines to the ordinary citizens. The reason to apply a strict liability instead 
of a negligence standard would stem from the fact that the owner is a beneficiary of technology and 
can obtain additional advantages in introducing robots into his organization. Many national liability 
rules enforce this paradigm for damages brought about by a thing or a person that is included in the 
organization of work or that is owned by the tortfeasor. The reiÎÆÏÒÃÅÄ Ï×ÎÅÒȭÓ ÁÃÃÏÕÎÔÁÂÉÌÉÔÙ 
would be accompanied, in this proposal, by a liability cap limiting the amount of damages the same 
person could be called to compensate and also by some forms of insurance, that often supplement 
the model of strict liability, and could make the system more feasible and sustainable while 
innovation progresses (Decker, 2014). 

On the background of this discussion on liability for robot related damages, an emerging 
field of inquiry, known as machine ethics, introduces another variable to the debate. Machine ethics 
studies propose of installing the ability for moral reasoning in the autonomous systems, in order for 
them to be able to confront unexpected situations and react appropriately to unanticipated inputs 
(Wallach, 2011; Bekey, Lin & Abney, 2011). This result should be attained by equipping robots with 
a code of conduct that enables them to take moral decision, and this can be done according to two 
main technical methods, top-down and bottom-up (Wallach & Allen, 2009). The prospect of 
intelligent robots has to be taken into account in the choice of the optimal private law remedy to 
deal with robot-caused injuries, but it is not a stand-alone solution, that would settle every possible 
conflict. Even if this approach should become technically feasible, it would not strike out the 
problem of ascription of liability for damages; these could be reduced, but nevertheless occur and 
therefore the need to solve the issue remains. 

6 .  R o b o t i c s  a n d  h u m a n  e n h a n c e m e n t  t e c h n o l o g i e s  

Piercing into the debate on human enhancement has been a natural outcome of the research 
on prosthetics and more generally body implants, since said technologies not only can restore lost 
or impaired functions, but can also improve and strengthen them to a degree otherwise not 
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attainable by human beings. Robotics qualifies in fact as one of the most powerful means to achieve 
the enhancement of the human being - although probably not the most controversial one, partly 
because it does not introduce changes in the human nature that can be passed on to the offspring.  

The subject of human enhancement, being extremely broad and rich, cannot easily be 
captured in an adequate way. This happen because it is widespread throughout diverse disciplines 
that confront it from their p eculiar angle; it is very fragmented since multiple perspectives open up, 
depending on the technical mean used to achieve enhancement or the kind of function it impacts 
ÏÎȢ Ȱ'ÅÎÅÔÉÃȱ ÁÎÄ  ȰÐÈÁÒÍÁÃÏÌÏÇÉÃÁÌȱȟ ȰÃÏÇÎÉÔÉÖÅȱ ÁÎÄ ȰÐÈÙÓÉÃÁÌȱȟ ȰÍÏÒÁÌȱ ÏÒ ȰÍÏÏÄȱ ÅÎÈancement 
pose different problems, and a provisional conclusion has been offered exactly in the following 
ÔÅÒÍÓȡ ȬÅÁch kind of enhancement will need to be treated on its own, weighing the benefits of the 
technology against the costs it may impose, as well aÓ ÔÈÅ ÃÏÓÔÓ ÏÆ ÒÅÇÕÌÁÔÉÏÎȭ ɉ'ÒÅÅÌÙȟ ςππυɊȢ 
However, said possibilities can also be explored within a more general theoretical framework 
where the same set of questions about human enhancement as such has to be posed. Another 
reason that explains the difficulties in offering a comprehensive account of the debate is that it 
grounds on concepts and assumptions that are not fully defined and continue to be discussed 
among scholars, engendering further complexities to be dealt with. Moreover, the debate is 
developing not only on a theoretical level, but it has invested political institutions that have 
commissioned reports and studies on the topic, which proves to be a prominent aspect of the 
current  bioethical scenario (BMA, 2007; Danish Council of Ethics, 2011; 0ÒÅÓÉÄÅÎÔȭÓ #ÏÕÎÃÉÌ ÏÎ 
Bioethics, 2003; Nordmann, 2004). A theoretical analysis was therefore needed in order to uncover 
the philosophical and ethical aspects involved and to clarify the constraints that apply to the 
phenomenon from a legal point of view. The investigation that has taken place in the context of the 
RoboLaw project draws also from other European research projects whose focus is precisely on the 
subject of human enhancement in general (see ENHANCE and EPOCH ɀ Ethics in Public Policy 
Making: The Case of Human Enhancement, G.A. n. 266660), or on neuro-enhancement (see NERRI ɀ 
Neuro-Enhancement: Responsible Research and Innovation, G.A. n. 321464).  

A general introduction to the topic has been developed in a report (Battaglia & Carnevale, 
2013), that was meant to analyze the phenomenon, to illustrate the evolution of the debate, and to 
question it philosophically. Observing a proliferation of definitions that over the years have been 
given of human enhancement, and therefore a conceptual and terminological vagueness which 
actually persists, this report is an attempt to clarify the terms of the debate. Furthermore it parts 
from the mere representation of polarized positions often found in accounts of human 
enhancement, and also from the perspective of single fields of knowledge, and tries to attain a 
comprehensive framework as well as to encourage a normative approach that deals with threats, 
challenges and opportunities.  

In order to map further the debate on human enhancement and provide an examination 
from different disciplinary perspectives (law, ethics, technology assessment, philosophy of 
technology), a workshop has gathered a mixed group of researchers (D5.2 Neuro-Technological 
Interventions: Therapy or Enhancement?) and following this meeting a book has been published 
(Lucivero & Vedder, 2013). Both initiatives aimed at challenging some basic assumptions deep-
rooted in the discussion, like the distinction between therapy and enhancement often intended as a 
boundary-marking line. In reality this binomial cannot function properly because it is blurred in 
itself, reposing, as it does, on concepts of normalcy and disability, health and illness, human 
functioning and human capacities that are culture-based and normative notions, change over time, 
and can hardly be defined and distinguished in a clear-cut and uncontroversial fashion. At the same 
time, this alternative still permeates the debate and cannot be dismissed if only because for 
pragmatic reasons: it serves to decide, for instance, whether an intervention should be paid for by a 
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health system or insurance company or not (Coenen, Schuijff & Smits, 2011: 523). An open and 
multidisciplinary discussion has further revealed, on the other hand, that common threads and 
shared beliefs can be found in the positions commonly considered in radical contrast (Battaglia & 
Carnevale, 2014). 

Despite the plurality of approaches and definitions, it is worth to start reflecting on the 
subject in general and more specifically on the kind of enhancement purported by robotic 
technologies. This study can have a prospective relevance in order to define a common European 
approach. It has been noted that human biological enhancement can be seen as a competitive 
advantage and this adds to the complexity of regulating human enhancement. Transnational 
regulation would be necessary, in order to avoid that restrictive regulation or a ban in one country 
is weakened by a more permissive legislation in competing countries (Greely, 2005; Coenen, 
Schuijff & Smits, 2011; see also, infra, Ch. 4, § 4.3.4). A policy to be identified at the European level 
would reduce this type of risk and ensure consistency with the constitutional common framework 
and with the precautionary principle as broadly embraced in European science society. Human 
enhancement may in fact have an impact on the free flow of goods between the Member states, but 
also affect the structure of society and values such as distributive justice, solidarity and dignity. 
Moreover, safety issues and respect for individual autonomy are also at stake, as well as problems 
of coercion or, more subtly, indirect coercion; the protection of vulnerable groups and the principle 
of non discrimination equally play a significant role in the debate around human enhancement, 
being at the same ÔÉÍÅ ÒÅÌÅÖÁÎÔ ÏÂÊÅÃÔÉÖÅÓ ÏÆ ÔÈÅ %ÕÒÏÐÅÁÎ ÉÎÓÔÉÔÕÔÉÏÎÓȭ ÁÃÔÉÖÉÔÉÅÓȢ 'ÉÖÅÎ ÔÈÅ 
experimental nature of most enhancing technologies, the duty to comply with actual regulation for 
medical research is also a problem to be afforded within the, equivocal but to some extent 
inevitable, alternative between therapy and enhancement. Pragmatic reasons, as mentioned above, 
also underpin this distinction, and policy guidance could support national decisions both at the 
state and at the professional self-regulation level about appropriate registration of interventions in 
health institutions, and help hospital committees to decide on a case-by-case basis. All these themes 
make the policy and regulatory interest of the European Union both desirable and appropriate with 
respect to its competencies and goals (Ruud ter Meulen, 2013; Coenen, Schuijff & Smits, 2011). 

7 .  T h e  n e e d  f o r  a n  a n a l y t i c a l  a p p r o a c h  a n d  s e l e c t i o n  o f  
c a s e  s t u d i e s  

Given the great number of potential applications of robotics, and the extreme variety of the 
features they exhibit, an analytical approach had to be adopted, in order to carry out an 
investigation that could be at the same time exhaustive and precise, but also could give room for 
further generalization. 

In fact, the RoboLaw project did not start with a pre-defined set of applications to analyse, 
but it had a more general (and ambitious) objective, that is, the regulation of emerging robotic 
technologies. However, given the reason just provided above, concerning the impossibility to deal 
with robotics as a homogenous field, because of the peculiarities of each application, it was decided 

to adopt a case-by-case approach.10 

                                                             

10 The focus is on applications of robots rather than single technologies for mainly two evident 
reasons: the impossibility to isolate a technology or system from its context of use including the operative 
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It is now necessary to clarify why, out of hundreds of possible applications, the RoboLaw 
consortium decided to focus on four specific cases, namely: self-driving vehicles, surgical robots, 
robotic prostheses, and care robots. 

The method used for identifying the applications and justifying their selection derives 
mainly from practical qualitative and quantitative reasons. First of all, as to the quality, that is, to 
the type of applications selected, the choice was mainly dictated by the availability of engineering 
and legal expertise within the RoboLaw consortium. In other words, aware of the importance of 
relaying on a deep understanding of the working of the technologies (i.e. hardware and software), 
as well as of the legal and ethical implications, it was decided to restrict the choice only to the 
applications for which the RoboLaw consortium possessed both substantial engineering as well as 
legal knowledge.11 

As a result, the adoption of this criterion can explain the exclusion of some ethically and 
legally relevant application. Among the most remarkable missing case is, for instance, military 
robotics, which is due to the lack of expertise in international military law within the consortium. 
Similarly, the lack of applications involving drones and underwater robots, although they are 
relevant research areas at UoR and SSSA, respectively, is due to the absence of expertise in their 
specific regulatory frameworks, i.e. law of aerial space and maritime law. 

Secondly, as far as the quantity of the cases is concerned, the short life span of the project 
(i.e. 27 months) and the structure of the workplan, with less than 12 months dedicated to the 
ethical and legal analysis, restricted the choice to a very limited number of cases. 

Although the cases selected are neither exhaustive (the absence of softbots, drones, 
nanorobots and military applications is illustrative), nor exemplary with respect to the ethical and 
legal implications raised by robots, nevertheless, they offer a wide range of topics (identified in the 
categories of the taxonomy discussed above, see § 3) which are shared by many robots.  

With regards task, the four case studies selected can be to distinguished into two major 
application domains: healthcare (i.e. prostheses, care and robotic assisted surgery) and logistics 
(i.e. self-driving cars), which can be further sub-divided into more specific tasks: on the one hand 
surgery, prosthetics, and assistance, and, on the other, mobility. Three different types of operative 
environments can be identified, both public and private: public roads (for self-driving cars), 
domestic settings (for care robots), and the human body (for prostheses and robotic assisted 
surgery). As far as the robot nature is concerned, all the cases selected belong to the category of 
ȰÅÍÂÏÄÉÅÄȱ ÒÏÂÏÔÓȠ ÈÏ×ÅÖÅÒȟ ÉÔ ÉÓ ÐÏÓÓÉÂÌÅ ÔÏ ÆÕÒÔÈÅÒ ÄÉÓÔÉÎÇÕÉÓÈ ÂÅÔ×ÅÅÎ ÍÁÃÈÉÎÅÓ ɉÉȢÅȢ ÒÏÂÏÔÉÃ 
assisted surgery, care robots, and self-driving cars) and hybrid-bionic systems (i.e. prostheses, 
active orthoses and exoskeletons). Finally, concerning the category human-robot interaction, the 
cases offer several kinds of relations between robots and human beings: from functional 
substitution or augmentation of human capabilities and anatomical connection with the human 

                                                                                                                                                                                                    

environment and the users and the impossibility to focus on a single technology since the majority of 
technologies do not work in isolation but rather as components of technological systems. For instance, a 
relevant feature such as autonomy consists of the integration of different hardware and software 
technologies, like sensors for perceptual capabilities and controllers for data processing. Among all 
technologies robotics is definitely one of the most multidisciplinary. 

11 An overview of the research activities carried out at SSSA and UoR is provided in Salvini & Shah 
(2013). 
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body (i.e. prostheses, orthoses and exoskeletons), instrumental relation with professional 
operators (i.e. robotic assisted surgery), to emotional attachment and social interaction with non 
professional users (i.e. care robots). 

 
In order to assess whether or not the choice of the case studies was reflected by the 

perception of the public opinion, an online survey was devised and published on the RoboLaw 
website.12 The survey was aimed at identifying the most relevant applications of robots according 
to a four-items triage13 consisting of: novelty, imminence, social pervasiveness and utility. Given the 
limited number of responses, the survey has negligible statistical value. However, the results 
confirmed the appropriateness of the choice made with respect to the criteria of the triage. Indeed, 
out the 10 applications proposed (surgical robots, self-driving cars, nanorobots, surveillance 
drones, companion robots, software agents, sexual robots, telepresence robots, industrial robots 
and robotic prosthesis), the four cases selected scored the highest values with respect to each item 
of the triage.14 

 

  

  

Figure 1 Results of the online survey  

                                                             

12 The RoboLaw survey is still accessible at: 
https://docs.google.com/forms/d/1Mhbi2H7XAk5CHfA448SQ2NK0jbgS_p3_0jtqz0xCpBM/viewform 

13 The triage consists of assessing the relevance of a topic by drawing on three or more parameters. 
In the EU funded project EthicBots (http://ethicbots.na.infn.it/ ), the triage was used to identify ethically 
sensitive technologies by means of three parameters: imminence, novelty, and social pervasiveness. The 
triage depends heavily on the level of expertise of the respondents (i.e. expert vs. layperson). The RoboLaw 
consortium decided that the triage was too subjective and required too many different competences to be 
considered as a viable method for the selection of the case studies.  

14 There is just a minor exception concerning imminence, which will be explained later. 

https://docs.google.com/forms/d/1Mhbi2H7XAk5CHfA448SQ2NK0jbgS_p3_0jtqz0xCpBM/viewform
http://ethicbots.na.infn.it/
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With respect to novelty, care robots are considered the most novel application. It is worth 
pointing out here that novelty measured the degree of newness of the ethical and legal implications 
brought about by a specific robot application and not the novelty of the application. It is possible to 
explain such a result by taking into account the outcomes of the Special Eurobarometer survey on 
public attitudes towards robots (Special Eurobarometer 382, 2012). According to the European 
survey, which involved more than 20.000 people, among the most relevant worries towards robots 
is the fear that they may increase social isolation and reduce human contact, in particular in 
applications targeted at disabled, elderly people and children. Therefore, it seems plausible to 
assume that, according to the public perception, the potential effects caused by the replacement of 
human beings with robots in tasks involving human Ȱ×ÁÒÍȱ qualities (i.e. emotional attachment to 
robots) should be deemed as newest with respect to, for instance, jobs reduction or liability issues, 
which have been around at least since the Industrial Revolution. It is remarkable that in the first 
four positions there are the applications selected, namely: care robots (46%), robotic prostheses 
(40%), autonomous vehicles (37%) and surgical robots (36%). 

Autonomous vehicles or self-driving cars resulted to be the most socially pervasive 
application. In the RoboLaw survey, social pervasiveness measured the level of potential diffusion 
of a product or service among people (i.e. users and non users). The score received by self-driving 
cars can be explicated first of all by considering either the fact that cars are already one of the most 
widespread technological applications and that self driving capabilities could further increase a car 
usability, by making driving easier and by potentially granting accessibility to currently excluded 
categories of users (e.g. blind or people affected by quadriplegia). Secondly, the result can be 
explicated also by taking into account the popularity of self-driving cars among the public opinion, 
which is due to the extensive coverage received by media (i.e. Google Car) and by the diffusion of 
automation functionalities in many existing cars (e.g. ABS, autonomous parking system, speed 
control) . 

As far as imminence is concerned, in the first position are industrial robots. This result is no 
surprise if one considers that imminence measured the level of maturity or market readiness of a 
robot application. Indeed, manufacturing robots has a long history (perhaps the oldest) in robotics 
applications. The first robot to be deployed in a factory was UNIMATE, in 1962 (Nof, 1999). 
Nowadays, industrial applications continue to be the most relevant field in the robotic market (IFR, 
2014). What may be surprising is that the public perception correctly identified surgical robots as 
the second most imminent robotic application. Indeed, robots like the da Vinci by Intuitive Surgical 
Inc. are currently in use in many hospitals worldwide. It seems also correct the position of drones 
in the third place, which massive usage has been largely demonstrated, especially in military 
operations. On the contrary, less accurate seems the score received by software agents (in the 
fourth position) , which are currently in use in many web-applications. Such a result can be 
explained by taking into account both the persistent resistance in considering softbots as robots 
and their scarce popularity with respect to hardware applications. 

Finally, as far as usefulness is concerned, it measures the level of utility of a robot 
application. In the first position are robotic prostheses, followed by industrial robots and surgical 
robots. The primacy of medical or health related applications is evidently explained by 
acknowledging the high social value of these applications. 

7.1 A special case for robotics in healthcare. 

Three out of the four technologies selected for an in-depth analysis are characterized for 
their context of application, that of healthcare, and for the underlying function of ensuring better 
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quality and efficiency in the delivery of medical treatment and care. Robotized surgery (Ch. 3) has 
been introduced in order to perform operations with more precision, to reach sites into the 
ÐÁÔÉÅÎÔȭÓ ÂÏÄÙ without open surgery but with the same accuracy in vision and action, and to gain in 
terms of time for recovery. Advanced prosthetics, orthoses and exoskeletons (Ch. 4) are meant to 
improve the quality of life of disabled people by restoring or supporting lost or compromised 
functions, such as mobility or the ability to grasp objects, more generally all the tasks that a non 
disabled person is able to perform. Care robots (Ch. 5) also are to be employed for the assistance 
and care of elderly and disabled people, performing several different functions: from telepresence 
and monitoring safety, to assisting in daily activities (ex. in fetching objects, reminding of taking 
drugs, connecting to family or healthcare professionals), to facilitating or correcting the 
movements. 

The technologies examined (and others that have not been included, such as devices for 
diagnosis, rehabilitation or therapy) define a cluster of applications of robotics that for several 
different reasons fits very well with the project basic aim and rationale. All of them are triggered by 
policy tendencies and social phenomena observed in this sector, which efforts in robotics research 
are trying to correspond to: improvement of the quality of medical treatments (through high 
precision surgery), attempts to increase independence and social inclusion of vulnerable persons, 
like the elderly and persons with disabilities, population ageing and demographic change, with 
expected shortage of (informal and professional) caregivers. These challenges fall quite well within 
the bundle of competences and sectors of intervention of the European Union: the protection of 
health and the right of access to healthcare represent fundamental principles established in the 
Charter of fundamental rights (art. 35), while art. 152 of the EU Treaty identifies the promotion of 
public health as a core area for the EU action. Therefore the improvement of medical products and 
procedures, and of safety and efficiency in healthcare delivery are suitable objectives of EU policies 
to be accomplished also by means of technological progress, particularly in robotics. The free flow 
of goods in the EU market might also be compromised by different regulations in different 
countries; in the sector of medicines, the Directive 2001/20/EC on clinical trials has addressed the 
same problem, providing a common framework that ensures the free marketability of the final 
products in all MS.  

At the same time robotics for healthcare is a domain that more than others requires 
regulatory intervention and where legislation promoting innovation is called for. A report that was 
elaborated within the e-Health activities of the European Commission, DG Information Society, in 
ÉÔÓ ËÅÙ ÐÏÌÉÃÙ ÒÅÃÏÍÍÅÎÄÁÔÉÏÎÓȟ ÁÄÖÏÃÁÔÅÓ ÆÏÒ ÔÈÅ ÉÎÃÌÕÓÉÏÎ ÏÆ Ô×Ï ȬÈÏÒÉÚÏÎÔÁÌ ÌÉÎÅÓȭ ÏÎ ÅÔÈÉÃÁÌ ÁÎÄ 
legal issues in any program devoted to the development of this emerging field (R4H. Robotics for 
healthcare, 2008: 8). Moreover, it identifies legal issues as one of the most relevant points to focus 
ÏÎ ÉÎ ÔÈÅ ȬÉÎÎÏÖÁÔÉÏÎ ÔÒÁÊÅÃÔÏÒÙȭ ɉIbid.: 27) and comes to the coÎÃÌÕÓÉÏÎ ÔÈÁÔ ȬÉÔ ÉÓ ÏÆ ÃÒÕÃÉÁÌ 
ÉÍÐÏÒÔÁÎÃÅ ÔÏ ÓÏÌÖÅȭ ÔÈÅÍȟ ÂÅÉÎÇ ÏÔÈÅÒ×ÉÓÅ ȬÍÁÊÏÒ ÏÂÓÔÁÃÌÅÓȭ ÔÏ ÉÎÎÏÖÁÔÉÏÎ ÉÎ ÔÈÉÓ ÆÉÅÌÄ ɉIbid.: 30). 
This importance of the legal questions depends on several factors, including the unsuitability of the 
actual trial procedures, conceived mainly for testing medicines, to experiment medical robotic 
devices. In the healthcare setting, the added vulnerability of patients and other people with health 
needs and the close interaction that is required in order to respond to them, entail to comply with 
stricter standards than in robotics application for human use in general. And the (at least partial) 
autonomy of robots deployed in care tasks increases the risks of unforeseen behavior, that cannot 
be properly controlled by an impaired user or in emergency situation. Data protection and data 
security in the healthcare scenario also figure as relevant concerns to be taken into account while 
designing a safe environment for robots actions, considering the enormous potential for collecting 
and storing data ɀ and sensitive data in this case ɀ that robotic technologies display. 
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In conclusion, a bundle of demographic, social, technological, economic and political factors 
that orientates the development of this sector makes it also a special case to be analyzed from a 
legal perspective, and one that qualifies as an effective context of implementation of the policy 
action of the European Union. 
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2 .  3ÅÌÆ-$ÒÉÖÉÎÇ #ÁÒÓ*  

 

                                                             

* This chapter has been written with contributions by: Huma Shah and Kevin Warwick (§§ 2.1-2.3); 
Federica Lucivero (§§3.1-3.4); Maurice Schellekens (2.1-2.3; 4.1-4.4). 
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1  I n t r o d u c t i o n  

How would a traffic warden issue a penalty notice for a motor offence to a robot car ɀ a car 
without a human driver? Legal expÅÒÔ "ÒÙÁÎÔ 7ÁÌËÅÒ 3ÍÉÔÈ ×ÁÒÎÓȡ ȬRapid progress means self-
driving cars are in the fast lane to consumer reality. Is the law up to speed too?ȭ (New Scientist, 
2012).   

Automated driving is a technology that is catching the public imagination with various 
prototypes driving on European, U.S. and Japanese roads. First signs of the direction of 
technological development are becoming clear. Now is the time to address the ethical and legal 
challenges that technology imposes on society. It is not too early: the direction of technological 
development is slowly becoming clear. And it is not too late: the technology has not matured and 
only limited functionalities such as adaptive cruise control and automated parking are currently 
available in the market. 

At the moment, the EU invests heavily in R&D, infrastructures and the regulatory 
environment in order to promote intelligent cars and automated systems. In this respect, the 
following initiatives can be mentioned: Mobility as one area of the DAFE, various ICT for Transport 
calls, iMobility forums looking at regulatory aspects, and various SMART support actions. This 
interest is mirrored in the US with the DARPA challenges for example.   

In the regulatory field, much work still has to be done. There is some academic work on 
legal challenges, but not much on ethical challenges. This case highlights what work still needs to be 
done and indicates in some instances which directions regulatory developments could take.  

In the first section of this report, we explain and define automated cars. In the second 
section, the different categories of automated driving that are commonly discerned will be 
explained. It will appear that a development path is foreseen in which a human driver will receive 
ever more automated assistance in their driving task and in which her role is slowly changing into 
that of a supervisor for the automated systems on board. Eventually, this may lead to a situation in 
which the human driver is taken out of the loop altogether. At that point, automated driving will 
have become autonomous driving. Given that autonomous driving is something for the somewhat 
more distant future, this case will pay ample attention to the intermediate stages of development. A 
separate, but linked, development is that of cooperative driving, for example platooning. The case 
analysis in this report will be restricted to the civilian use of automated cars. Military use, which 
partially  involves other issues, is not addressed. The third section will make an inventory of 
outstanding ethical issues and value conflicts that need to be taken into account at this stage of 
technological development. The fourth section will address legal challenges and focus particularly 
on the issue of the chilling effects of liability law: could liability rules that are too strict impede 
innovation in the field? 
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2  T e c h n o l o g i c a l  Ov e r v i e w  

2.1 Definition and categorization  

In the Robolaw project as a whole, a broad definition of robotics is used so as to encompass 
any interesting technologies. For the purpose of this deliverable, an automated car is characterized 
as having the capabilities of sensing, planning and acting. In this way automated cars are 
distinguished from the currently available technologies of driver assistance (such as cruise control). 
The State ÏÆ .ÅÖÁÄÁ ÉÎÔÅÒÐÒÅÔÓ Ȭthe term Ȱautonomous vehicleȱ to exclude a vehicle enabled with a 
safety system or driver assistance system, including, without limitation, a system to provide 
electronic blind spot assistance, crash avoidance, emergency braking, parking assistance, adaptive 
cruise control, lane keep assistance, lane departure warnings and traffic jam and queuing 
assistance, unless the vehicle is also enabled with artificial intelligence and technology that allows 
the vehicle to carry out all the mechanical operations of driving without the active control or 
continuous monitoring of a natural personȭ. This definition is somewhat narrower than the one we 
envisage. It appears to exclude all technologies that function autonomously, but require the driver 
to monitor the functioning of the system continuously and to be able to intervene immediately. 
With these systems the human driver is apparently fully responsible. And in this respect they 
exhibit no legally relevant difference to human driven cars. 

2.2 Overview of what is available on the market or as a research prototype  

Technologies available on the market are functionalities that are built into existing human 
driven cars. They are usually marketed as functionalities that increase the comfort of the driver. 
Typical examples are adaptive cruise control, park assist and lane keeping. Adaptive cruise control 
attunes the speed of the car to that of the car driving in front of it. Park assist can parallel park a car 
without intervention of the driver. Lane keeping warns the driver when the car wanders out of the 
lane he is driving in. Common to these technologies is that they address only specific situations. 
Also, the driver is in full control and can intervene at any moment. 

There are many prototypes being tested that drive (almost) completely autonomously. 
Many car manufacturers test automated vehicles, as do some non-car-manufacturers, such as 
Google. Google has a fleet of circa 10 automated vehicles. They are normal cars with additional 
equipment ɀ such as a light radar and lasers ɀ built into them. The software that controls the 
vehicle is called Google Chauffeur. Nevada and California have amended their legislation to allow 
these prototypes on their streets. Legally, a human is requirÅÄ ÔÏ ÂÅ ÉÎ ÔÈÅ ÄÒÉÖÅÒȭÓ ÓÅÁÔȢ In May 
2014, Google presented its first autonomous car that they built entirely by themselves. This car has 
no steering wheel or pedals. It can drive around with a maximum speed of 25 Mph.  

The AutoNOMOS Group at Free University of Berlin developed two prototypes that drive in 
the streets of Berlin . The specific goal this group chose for itself was to develop a self-driving car 
ÔÈÁÔ ÃÁÎ ÈÁÎÄÌÅ ÕÒÂÁÎ ÅÎÖÉÒÏÎÍÅÎÔÓȢ !ÄÄÉÔÉÏÎÁÌ ÆÅÁÔÕÒÅÓ ÔÅÓÔÅÄ ÏÎ ÔÈÅ ÐÒÏÔÏÔÙÐÅ ÃÁÌÌÅÄ Ȭ3ÐÉÒÉÔ-of-
"ÅÒÌÉÎȭ ÉÎÃÌÕÄÅ ÒÅÍÏÔÅ ÃÏÎÔÒÏÌ ÔÈÒÏÕÇÈ ÁÎ É0ÈÏÎÅ ÏÒ É0ÁÄȟ ÁÎ ÅÙÅ-tracking system and a Brain-
Computer-Interface. 

 

 



        RoboLaw 

 D6.2 ɀ Guidelines on Regulating Robotics 

 

File name: robolaw_d6.2_guidelinesregulatingrobotics_20140922.docx 
Leader contractor: SSSA 
Participant contractors: ALL 

Page 39 of 215 

 

2.3 Main t echnological challenges 

Impressive demonstrations of automated cars driving on public roads are regularly 
reported in news media. Furthermore, some technologies are already on the market, such as 
adaptive cruise control, lane keeping and automated parking. This may give the impression that the 
technology is nearly market-ready. However, when probing deeper into the state-of-the-art it 
becomes clear that the demonstrations take place under favourable conditions (e.g. driving on a 
highway). The technologies available on in the market concern specific tasks only. The surrounding 
conditions under which these specific tasks are performed are relatively stable. In fact, there are 
still many technical challenges ahead on the road towards fully automated cars. According to 
experts, the following technical challenges exist: 

¶ ȬÔÈÅÒÅ ÁÒÅ ÔÅÃÈÎÉÃÁÌ ÃÈÁÌÌÅÎÇÅÓȟ ÓÕÃÈ ÁÓ ÔÈÅ ÓÐÅÅÄ ÏÆ ÒÅÓÐÏÎÓÅ ÆÒÏÍ ÔÈÅ ÓÅÎÓÏÒÓȟ ÔÈÅÉÒ 
sensitivity to low-light conditions, and their capability to identify the essential 
ÉÎÆÏÒÍÁÔÉÏÎ ÁÎÄ ÁÖÏÉÄ ÉÎÔÅÒÆÅÒÅÎÃÅȭȢ  

¶ Ȭ'ÏÏÇÌÅ ÃÁÌÌÓ ÔÈÉÓ the dog-food stage: not quÉÔÅ ÆÉÔ ÆÏÒ ÈÕÍÁÎ ÃÏÎÓÕÍÐÔÉÏÎȢ ȬThe risk 
is too highȭ, Thrun says. ȬYou would never accept it.ȭ The car has trouble in the rain, 
for instance, when its lasers bounce off shiny surfaces. (The first drops call forth a 
small icon of a cloud onscreen and a voice warning that auto-drive will soon 
ÄÉÓÅÎÇÁÇÅȢɊ )Ô ÃÁÎȭÔ ÔÅÌÌ ×ÅÔ ÃÏÎÃÒÅÔÅ ÆÒÏÍ ÄÒÙ ÏÒ ÆÒÅÓÈ ÁÓÐÈÁÌÔ ÆÒÏÍ ÆÉÒÍȢ )Ô ÃÁÎȭÔ 
ÈÅÁÒ Á ÔÒÁÆÆÉÃ ÃÏÐȭÓ ×ÈÉÓÔÌÅ ÏÒ ÆÏÌÌÏ× ÈÁÎÄ ÓÉÇÎÁÌÓȢȭ   

2.4 Future perspectives (in the middle term)  

Classification of the technology development path: The German BASt-project group 
identified three degrees of automation: partial-, high- and full automation (Gasser, 2012). Partial 
automation means automation that controls the longitudinal and transverse direction of the car, 
but the driver has to be ready to take over control instantly at any moment. High automation refers 
to that type of automation where the longitudinal and transverse direction of the car are controlled 
by the system, which knows its own limitations and can detect, well in advance, situations it is 
unable to cope with. In such situations the system will ask the human driver to resume control well 
ahead of time. While the car is driving robotically, the driver can turn  his attention away from 
dri ving the car and to something else. Full automation is the same as high automation except that, 
in addition, the system brings the car in a safe state if the driver fails to resume control once she is 
asked to do so. This means, for example, that the system is able to park the car on the hard shoulder 
if it foresees that it will be overcharged and the human driver does not react. 

Car manufacturers have predicted when automated cars are expected to enter the market. 
Most predictions project a date somewhere around 2020. At the Robolaw stakeholder meeting, the 
attending representation of a car manufacturer indicated that fully automated cars will not be 
market-ready for another 10 years. 

2.5 The environment in which a robotic car operates  

The modern idea of a driverless car is made real by the technologies available to enable it to 
maneuver around existing environments (motorways, dual/single carriageways, primary and 
minor bypass routes, high streets and residential roads) rather than building special arteries 
ËÅÅÐÉÎÇ ÔÈÅ ÒÏÂÏÔ ÃÁÒ Á×ÁÙ ÆÒÏÍ ÈÕÍÁÎ ÄÒÉÖÅÒÓȢ 4ÈÅ ÆÕÔÕÒÅ ÄÒÉÖÅÒÌÅÓÓ ÃÁÒȟ Á ȰÓÕÐÅÒ ÃÏÍÐÕÔÅÒ ÏÎ 
×ÈÅÅÌÓȱ, will incorporate crash avoidance onboard sensors, stored maps, inter-vehicle 
communication devices. It will always know where on the road it is as it looks around (Hodson, 
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2013). And it will have Ȭthe potential to adapt to existing infrastructure rather than requiring it to 
ÁÌÔÅÒ ÆÏÒ ÔÈÅÍȭ (KCRA News, 2013; Smith, 2012). It can also have lasers, small cameras to Ȭtake the 
strainȭ of remembering regular journeys (Oxford University, 2013), such as driving children to 
school.  

The likely development is that the intelligence is packed into the robotic car itself and not so 
much into the road infrastructure.1 Governments do not have the financial resources to equip their 
roads with capability for guidance of robotic cars. The road network is too elaborate for that. This, 
however, does not mean that a robotic car will be able to learn about its environment only through 
its own sensors. It  will have some help from outside other than through capabilities built into the 
road. Examples are navigation systems relying on satellites and communication between cars. An 
example of the latter development is the Car-to-X project.2 

2.6 Reasons for automated cars 

One of the main expected benefits of automated cars is a reduction in car accidents by 
eliminating human error that causes accidents. At the same time, autonomic technology introduces 
new sources of errors. Humans design automated cars. So, even if they stop driving them, some risk 
of accident due to design flaws, overlooked features or unintended consequences of designs 
remains. The technical challenge is to overcome these risks and reduce them to acceptable levels. 
What society considers to be an acceptable level of safety remains elusive for the moment. A 
combination of experience with automated cars and public discussion could bring more clarity on 
what is an acceptable level of safety. 

Another important reason for developing automated cars is the assistance they could 
provide for those with mobility issues, such as ageing humans. As an example, the solution provided 
ÂÙ *ÁÐÁÎȭÓ 2/0)4 ɉÒÏÂÏÔ ÐÅÒÓÏÎÁÌ ÉÎÔÅÌÌÉÇÅÎÔ ÔÒÁÎÓÐÏÒÔ ÓÙÓÔÅÍɊ ÓÉÎÇÌÅ-passenger robot car 
(Poulteny, 2013) may be mentioned. 

3 .  E t h i c a l  A n a l y s i s  

Research institutes and businesses are currently investing in the development of automated 
cars, while governments need to deal with new challenges that this technology introduces into the 
current system. In order to better understand the nature of these challenges, a closer look at 
current discussions concerning automated cars is needed. Why are automated cars considered 
beneficial for societies by institutions, manufacturers, and the public? What are the arguments 
against automated driving put forward by opponents? Addressing these questions is a way to 
describe the ethical controversies and debates about the (un)desirability of these technologies. This 
is a first step in order to explore the expected value conflicts that policy-makers will need to take 
into account and balance off when regulating these technologies. The objective of the following 
ethical analysis is to offer such an overview. 

                                                             

1 Erico Guizzo, How Google's Self-Driving Car Works, IEEE Spectrum 18 November 2011. Available at: 
http://spectrum.ieee.org/automaton/robotics/artificial -intelligence/how -google-self-driving -car-works .     

2 Press Information BMW, 21 October 2011. When cars talk to each other. Car-to-x ɀ the 
communication platform of the future. Available at: 
https://www.press.bmwgroup.com/global/startpage.html  . 

http://spectrum.ieee.org/automaton/robotics/artificial-intelligence/how-google-self-driving-car-works
https://www.press.bmwgroup.com/global/startpage.html
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Based on the methodology for ethical analysis of robotic technologies outlined in RoboLaw 
D5.6 (Bisol et al., 2013), in § 3Ȣρȟ ÔÈÅ ȰÎÏÒÍÁÔÉÖÅȱ ÅØÐÅÃÔÁÔÉÏÎÓ ÁÎÄ ȰÖÁÌÕÅ ÓÔÁÔÅÍÅÎÔÓȱ ÃÏÎÃÅÒÎÉÎÇ 
the benefits and disadvantages of automated cars are reviewed, following  a literature review of 
existing discussions on this topic. Benefits and disadvantages of automated cars are not only 
debated issues, but they can also be inferred to by exploring the values that are inscribed in design 
choices as well as in socio-technical practices. This will be the scope of § 3.2. Based on this analysis 
of values in design choices and social configurations, § 3.3 maps some critical issues, pointing 
towards ethical conflicts and open disputes that need to be taken into account at this stage of 
technological development when relevant decisions are made. Finally, in the conclusion (§ 3.4) 
some lessons for policy makers are drawn. 

3.1 Promises and threats of automated cars  

The societal desirability of automated driving is fiercely debated among stakeholders. 
Proponents champion the numerous ways in which automated cars will benefit society, while 
opponents ponder on their  unwanted side effects and disadvantages. In either case, societal and 
moral values are employed. Mapping these values in current debates is crucial in order to address 
ÔÈÅ ÑÕÅÓÔÉÏÎ ÏÆ ÔÈÅ ȰÇÏÏÄÎÅÓÓȱ ÏÆ ÁÕÔÏÍÁÔÅÄ ÃÁÒÓ ÁÎÄ ÔÈÅ ÅÔÈÉÃÁÌ ÉÓÓÕÅÓ they may arise.  

On May 19th 2010, the European Commission launched the Digital Agenda for Europe, a 
flagship initiative within Europe 2020, a 10-year strategy for the advancement of the EU economy.3 
This initiative assumes that digital technologies can help societies and policy makers to address 
several challenges. Mobility is one of the areas of application of the digital agenda: ȬHuman error is 
involved in 95% of all traffic accidents on Europe's roads, in which more than 30 000 people are 
killed and 1.5 million injured every year. Road transport also burns one quarter of the European 
Union's overall energy consumption, with one fifth of the EU's CO2 emissions caused by road 
ÖÅÈÉÃÌÅÓȢ Å3ÁÆÅÔÙ ȰÓÍÁÒÔȱ ÔÅÃÈÎÏÌÏÇÉÅÓȟ ÂÁÓÅÄ ÏÎ ÔÈÅ ÐÏ×ÅÒÓ ÏÆ ÃÏÍÐÕÔÅÒÓ ÁÎÄ ÔÅÌÅcoms, can make a 
major difference to these figures.ȭ4 

Highly automated cars are expected to increase traffic safety by reducing accidents due to 
ÈÕÍÁÎ ÅÒÒÏÒÓȟ ÓÕÃÈ ÁÓ ÔÈÅ ÄÒÉÖÅÒȭÓ ÄÉÓÔÒÁÃÔÉÏÎ ÏÒ ÒÅÄÕÃÅÄ ÖÉÇÉÌÁÎÃÅȢ &ÕÒÔÈÅÒÍÏÒÅȟ ÔÈÅ ÐÒÏÍÉÓÅ ÏÆ 
intelligent cars and infrastructures is to reduce fuel consumption and optimize driving styles while 
ÒÅÄÕÃÉÎÇ ÔÒÁÆÆÉÃ ÃÏÎÇÅÓÔÉÏÎȢ 4ÈÅ ÖÁÌÕÅÓ ÏÆ ȰÓÁÆÅÔÙȱ ÏÆ ÄÒÉÖÅÒÓ ÁÎÄ ÒÏÁÄ ÕÓÅÒÓ ÁÎÄ ȰÓÕÓÔÁÉÎÁÂÉÌÉÔÙȱ ɉÁÓ 
reduction of pollutants) seem to justify European investments in research on automated vehicles: 
ȬIntelligent Transports Systems (ITS) make transport more efficient, faster, easier and reliable. The 
focus is on smart solutions to integrate passenger and freight flows across transport modes and 
provide sustainable solutions to infrastructure bottlenecks affecting roads, railways, sky, sea and 
waterways.ȭ (COM, 2010 p.34) 

The value of safety is connected here to what could be referred to as the value of 
ȰÁÓÓÉÓÔÁÎÃÅȱ ÔÏ ÔÈÅ ÕÓÅÒȡ ÂÙ ÒÅÄÕÃÉÎÇ ÈÕÍÁÎ ÆÁÃÔÏÒ ÒÅÌÁÔÅÄ ÁÃÃÉÄÅÎÔÓȟ Ôhe automation of driving 
functions allows the driver to reduce vigilance and be more relaxed while driving. Furthermore, the 
value of sustainability is not only promoted because of the efficiency of the system and the resulting 
reduction of emission, but also by some social practices enabled by automated cars. This aspect is 
clearly highlighted by Sebastian Thrun, former researcher in Artificial Intelligence at Stanford and 
head of the Stanford team who developed Stanley ɀ the winning robot in the 2005 DARPA Grand 

                                                             

3 See http://ec.europa.eu/europe2020/index_en.htm. 
4 Retrieved on April 3rd 2014 from http://ec.europa.eu/digital -agenda/en/about-mobility . 

http://ec.europa.eu/europe2020/index_en.htm
http://ec.europa.eu/digital-agenda/en/about-mobility
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Challenge ɀ and currently employed at Google. According to Thrun, automated cars have a huge 
potential in car sharing with important consequences for the environmentȡ ȬWhat if we could, on 
the click of a button, order a rental car straight to us. And once at our destination, we wasted no 
time looking for a parking; instead we just let the car drive away to pick up its next customer. Such 
a vision could drastically reduce the number of cars needed, and also free up important other 
resources, such as space consumed by parked cars. Perhaps in the future, most of us share cars, 
enabÌÅÄ ÔÈÒÏÕÇÈ ÒÏÂÏÔÉÃ ÔÅÃÈÎÏÌÏÇÙȭ (Thrun 2010, 105).  

Automated cars are expected to increase traffic safety by reducing accidents, to improve 
traffic efficiency  by smartly distributing traffic among lanes, to be sustainable  by reducing 
emissions of pollutants. Another aspect that emerges from an exploratory review of the media 
discussion is the potential role of automated cars to increase accessibility  to transportation for the 
elderly or people with disabilities that do not allow them to drive.5 This aspect emerges in 
ÐÁÒÔÉÃÕÌÁÒ ÉÎ ÏÎÅ ÏÆ 'ÏÏÇÌÅȭÓ ÄÅÍÏÎÓÔÒÁÔÉÏÎÓ ÏÆ ÓÅÌÆ-ÄÒÉÖÉÎÇ ÃÁÒÓ ×ÉÔÈ Á ÂÌÉÎÄ ÐÅÒÓÏÎ ÉÎ ÔÈÅ ÄÒÉÖÅÒȭÓ 
seat6 as well as in the attention of United Spinal, one of the major stakeholders in the US disability 
ÃÏÍÍÕÎÉÔÙȟ ÆÏÒ 'ÏÏÇÌÅȭÓ ÒÅÓÅÁÒÃÈ ÏÎ ÁÕÔÏÍÁÔÅÄ ÃÁÒȢ7 Safety, sustainability, efficiency, and 
accessibility constitute the broad range of values used ÉÎ ÔÅÃÈÎÏÌÏÇÙ ÐÒÏÍÏÔÅÒÓȭ ÁÎÄ ÐÏÌÉÃÙ 
discourses on automated cars. 

As it always happens in debates about new technologies, not everyone agrees with 
enthusiastic views about the societal benefits of technological innovations. Several voices in 
popular magazines, blogs and forums have raised scepticism about the desirability of automated 
cars for society. In a post published on The Atlantic philosopher Patrick Lin raises the issue of the 
ȰÔÒÏÌÌÅÙ ÐÁÒÁÄÏØȱȢ )ÍÁÇÉÎÅȟ ÈÅ ÓÁÙÓȟ ÔÈÁÔ ÔÒÁÉÎ ÃÏÎÄÕÃÔÏÒÓ ÁÒÅ ÉÎ Á ÓÉÔÕÁÔÉÏÎ in which they have to 
decide whether to deviate the train and kill one person or maintain the direction and kill five 
ÐÅÒÓÏÎÓ ÏÎ ÔÈÅ ÔÒÁÃË ɉ,ÉÎȟ ςπρσɊȢ )Î ÔÈÉÓ ȰÎÏ ×ÉÎ ÓÃÅÎÁÒÉÏȱȟ ×ÈÁÔÅÖÅÒ ÄÅÃÉÓÉÏÎ ÔÈÅ ÃÏÎÄÕÃÔÏÒ ×ÉÌÌ 
make, the result will be not goodȢ )Î ÃÏÍÐÌÉÃÁÔÅÄ ÃÁÓÅÓȟ ÍÁËÉÎÇ Á ȰÇÏÏÄȱ ÄÅÃÉÓÉÏÎ ÒÅÑÕÉÒÅÓ ÔÏ ÔÁËÅ 
into account a broad range of issues: a machine guided by an algorithm that aims to reduce 
damages to people or objects may not be able to identify and account for these issues. Lin argues 
that an ethics of numbers is not enough and in some cases is not desirable. According to Lin, a 
computer program does not have the capability to make life-threatening decisions which require 
moral judgment. In a no-win scenario, for example, in which one of the cars potentially involved in 
an accident carries children the moral judgement of the driver may opt for a decision that may be 
less cost-efficient (hitting two cars or injuring more persons) in order to protect a sensitive 
category. Automated systems are unable to engage in moral judgments as such. In fact, moral 
judgments require several moral skills that transcend the rational calculus between positive and 
negative effects and are therefore a human capacity. Furthermore, as Lin argues elsewhere8 crash 
avoidance algorithms can be biased in the way they formalize the right behaviour in a specific 
ÃÏÎÔÅØÔȢ ,ÉÎȭÓ ÃÏÎÃÌÕÓÉÏÎ ÉÓ ÔÈÁÔ ÁÕÔÏÍÁÔÅÄ ÃÁÒÓ ÓÈÏÕÌÄ ÎÏÔ ÇÏ ÕÎÓÕÐÅÒÖÉÓÅÄ ÁÎÄ ÔÈÅÙ ÁÌ×ÁÙÓ 

                                                             

5 See http://www.disabled -world.com/disability/transport/autonomous -vehicles.php. Retrieved on 
May 29, 2014. 

6 http://www.disabilitynow.org.uk/article/self -driving -lets-car-take-strain. Retrieved on May 29, 
2014. 

7See http://www.unitedspinal.org/united -spinal-works-with -google-on-self-driving -car/ . Retrieved 
on May 29, 2014. 

8 P. Lin, The robot car of tomorrow may just be programmed to hit you, May 6, 2014. Retrieved on 
May 29, 2014 from: http://cyberlaw.stanford.edu/publications/robot -car-tomorrow -may-just-be-
programmed-hit -you. 

http://www.disabled-world.com/disability/transport/autonomous-vehicles.php
http://www.disabilitynow.org.uk/article/self-driving-lets-car-take-strain
http://www.unitedspinal.org/united-spinal-works-with-google-on-self-driving-car/
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require a human who is ready to make difficult decisions. It is important to remark that Lin does 
not conclude that automated cars should be banned because of the level of risk they imply. The 
argument that he brings forward does not condemn automated cars due to their inability to  prevent 
certain no win scenarios, which may also occur in fully manual systems. Instead, his argument is 
that automated systems are not able to engage in moral judgments that are required for 
deliberation in these difficult situations. The moral judgment of the human supervisor is, therefore, 
necessary in order to make morally sound decisions in extreme situations. 

A different position is taken by the supporters of machine intelligence who argue for the 
possibility of artificial moral agents. Noah Goodall (2014) acknowledges the inevitability of crashs 
both in automated and human controlled systems. If injury cannot be avoided, the system will have 
to decide the best way to crash. This is a complicated matter: if a car has to decide whether to 
collide with a motorbike driver wearing a helmet or one who is not wearing a helmet, would it  be 
fair for it to crash into the first one in order to reduce the harm? Is it fair to penalize the driver who 
is complying with the law in order to protect the one who is not? Contrary to Lin, Goodall embraces 
an approach to machine ethics that explores the possibilities of building artificial moral agents 
(AMAs), that do not necessarily  emulate human cognitive faculties but still function satisfactorily   in 
morally significant situations (Allen et al., 2005). Goodall grants computers and automated systems 
the capability to detect conditions accurately and to compute the most desirable and morally sound 
outcome. In the case of ethical decisions, according to Goodall, existing deontological and 
consequentialist approaches cannot be processed by automated systems. In fact, abstract rule-
ÂÁÓÅÄ ÁÐÐÒÏÁÃÈÅÓ ɉÆÏÒ ÅØÁÍÐÌÅȟ !ÓÉÍÏÖȭÓ ÌÁ×Ó ÔÈÁÔ ÐÒÅÓÃÒÉÂÅ ÈÏ× Á ÒÏÂÏÔ should behave) do not 
always determine a unique course of action and consequentialist approaches that quantify harm 
and damages do not always consider other relevant moral criteria (e.g. fairness and equality). He 
therefore suggests the use of an artificial intelligence approach, where automated systems 
increasingly learn from human behaviour through a neural network system. This solution still 
presents some problems. For example, one could argue that each individual holds a diverse range of 
moral stances that make them act differently in the same situation. How can one justify one moral 
model in a car vis-a-vis another (Gopnik, 2014)? A recurrent point in the literature and media9 is 
that robots can follow the letter of the law, but they cannot interpret it. Therefore, automated cars 
may be designed to respect traffic codes. But they will not be able to make important decisions that 
may require the bending or infringement of the law. As pointed out in the British Royal Academy of 
Engineering, Ȭautonomous systems require people to give up some of their own choice and agencyȭ 
(Royal Academy of Engineering, 2009: 3) and the extent to which this is desirable is debated.  

In opposition to the previously discussed potential benefits for disabled and elderly users, 
some issues have been raised about the potential exclusion of non-users. Intelligent cars require 
intelligent infrastructures, which may not be suitable anymore for current vehicles (see Royal 
Academy of Engineering, 2009: 6-7). Furthermore, the increasing standard of safety may become 
the rule in few years time when cars that are perfectly functioning today will be considered old-
fashioned and unsafe (Marcus, 2012). Thus, if it is true that automated cars enable the unskilled 
ɉÐÅÏÐÌÅ ×ÈÏ ÃÁÎȭÔ ÄÒÉÖÅɊȟ ÔÈÅ ÄÉÓÁÂÌÅÄ ÏÒ ÅÌÄÅÒÌÙ ÐÅÒÓÏÎÓ ÔÏ ÓÉÔ ÂÅÈÉÎÄ ÔÈÅ ×ÈÅÅÌ ɉ(ÉÌÌȟ ςπρςɊȟ self-
driving cars can make the driving experience more accessible for some users and less for other 
users who resist, for financial, esthetical or other reasons, to adopt the new system. To what extent 

                                                             

9 See also Marcus, 2012. 
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the value of accessibility will indeed be actualized in concrete or produce new inequalities is still 
debated.10 

3.2 Uncovering values in user-vehicle interaction  

So far we have seen how normativity and values can be articulated in discourses about 
automated cars. Policy makers, technology developers, ethicists and journalists mobilize different 
ÖÁÌÕÅÓ ÁÎÄ ÁÒÇÕÍÅÎÔÓ ÔÏ ÊÕÓÔÉÆÙ ÏÒ ÃÒÉÔÉÃÉÚÅ ÔÈÅ ÓÏÃÉÅÔÁÌ ÄÅÓÉÒÁÂÉÌÉÔÙ ÁÎÄ ȰÇÏÏÄÎÅÓÓȱ11 of these 
technologies. Values, however, are not only mobilized in discourses and expectations. They can also 
be elicited in design choices and in the social practices of automated driving, where they often 
remain implicit. As highlighted in previous deliverables of this project (Lucivero et al., 2013; 
Lucivero & Leenes, 2014; Bisol, Carnevale & Lucivero, 2013), technological design is not simply 
ÄÉÃÔÁÔÅÄ ÂÙ ÆÕÎÃÔÉÏÎÁÌ ÃÈÏÉÃÅÓȟ ÂÕÔ ÁÌÓÏ ÉÎÓÐÉÒÅÄ ÏÒ ÇÕÉÄÅÄ ÂÙ ×ÈÁÔ ÄÅÓÉÇÎÅÒÓȭ ÖÁÌÕÅ ÏÒ ÔÈÉÎË ×ÉÌÌ ÂÅ 
valued by society and users (Friedman et al., 2003). This is also the case for automated cars. When 
engineers and manufacturers make design choices, they take into account that the automated car 
ÍÕÓÔ ÂÅ ȰÓÁÆÅȱȟ ȰÅÆÆÉÃÉÅÎÔȱȟ ȰÓÕÓÔÁÉÎÁÂÌÅȱȟ ÁÎÄ ȰÕÓÅÒ ÆÒÉÅÎÄÌÙȱȢ 4hese values are translated into 
specific material functionalities and specifications (see van der Poel, 2009). One example of this 
concerns the difference in design for offering information to the human driver/supervisor about 
ÔÈÅ ÃÁÒȭÓ ÓÔÁÔÕÓȢ (ÕÍÁÎ-machine interaction is a very crucial topic in the automated car research 
and development. In fact, automated car developers acknowledge that automated cars put the 
ÈÕÍÁÎ ÄÒÉÖÅÒ ÉÎ Á ÖÅÒÙ ÕÎÕÓÕÁÌ ÓÉÔÕÁÔÉÏÎ ×ÈÅÒÅ ÔÈÅÉÒ ÒÏÌÅ ÓÈÉÆÔÓ ÆÒÏÍ ȰÍÁÎÕÁÌ ÃÏÎÔÒÏÌÌÅÒȱ ÔÏ 
ȰÓÕÐÅÒÖÉÓÏÒȱ ɉ(ÏÏÇÅÎÄÏÏÒÎ et al., 2014). This requires an adaptation of driving behaviour, which is 
important to monitor, in order to predict possible unexpected consequences due to driversȭ lack of 
awareness or vigilance.12 The figure below (Figure 2, Figure 3 and Figure 4) (from Schijndel-de 
Nooij et al., 2011), shows the different ways in which manufacturers and projects (BMW, Daimler 
and HaveIt) have addressed the issue of Human-Machine Interfaces (HMIs). They all want to find a 
balance between keeping the driver aware of the process and avoiding an overload of information 
that would make the experience of driving unpleasant and stressful (for some drivers). However, 
technical specifications and functionalities differ and ultimately provide a different experience for 
the driver. 

                                                             

10 It is interesting that a broader body of academic literature focuses on unmanned vehicles for 
military purposes (Asaro, 2008, Sparrow, 2007, Borenstein, 2008, among others). Sharkey (2012) argues that 
the distance from the battlefield and analogy between the experience of guiding a drone at a distance and a 
ÃÏÍÐÕÔÅÒ ÇÁÍÅ ÍÁÙ ÒÅÄÕÃÅ ÓÏÌÄÉÅÒÓ ÃÁÐÁÂÉÌÉÔÉÅÓ ÔÏ ȰÆÅÅÌȱ ÔÈÅ ÅÎÅÍÙ ÁÎÄ ÂÅÉÎÇ ÉÎ ÄÁÎÇÅÒ ×ÉÔÈ ÃÏÎÓÅÑÕÅÎÃÅÓ 
such as causing unnecessary or non-proportional harm. Other ethical analyses on the topic present some 
positive accounts of automation. !ÃÃÏÒÄÉÎÇ ÔÏ 2ÏÎ !ÒËÉÎȭÓ ÅÔÈÉÃÁÌ ÁÓÓÅÓÓÍÅÎÔ ÏÆ ÍÉÌÉÔÁÒÙ ÒÏÂÏÔÓ ɉ'ÅÏÒÇÉÁ 
Institute of Technology), human behaviour on the battlefield rarely promotes warfare core values (such as 
loyalty, duty, respect, integrity, etc.). On the contrary, soldiers often infringe upon these values. In this sense, 
automated vehicles can act in a more ethical way, not only because they are more efficient, but also because 
they do not have emotions that emerge in stressful situations. Hence, they can behave more respectfully 
towards the enemy and report infractions (Arkin, 2007). Coeckelbergh (2013) explains that, in the case of 
drones, the remote control does not necessarily create an epistemic/moral distance of the human controller 
from the battlefield. In fact, powerful cameras in unmanned (air) vehicles allow the controller to have an even 
closer experience of the battlefield. 

11 &ÏÒ ÔÈÅ ÕÓÅ ÏÆ ÔÈÅ ÃÏÎÃÅÐÔ ÏÆ ȰÇÏÏÄÎÅÓÓȱ ÁÓ Á ÃÒÉÔÅÒÉÏÎ ÔÏ ÇÕÉÄÅ ÅÔÈÉÃÁÌ ÁÎÁÌÙÓÉÓ ÓÅÅ 7ÉÌÌÅÍÓ ÁÎÄ 
Pols (2010). 

12 See also EU projectÓ ×ÏÒËÉÎÇ ÏÎ ȰÈÕÍÁÎ ÆÁÃÔÏÒÓȱ ÉÎ ÁÕÔÏÍÁÔÅÄ ÄÒÉÖÉÎÇȡ http://adaptation -itn.eu 
and https://sites.google.com/site/itnhfauto/ . 

http://adaptation-itn.eu/
https://sites.google.com/site/itnhfauto/
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Figure 2 BMW examples of Human Machine Interfaces (Schijndel -de Nooij et al., 2011) 

 

 

Figure 3 Daimler examples of Human Machine Interfaces (Schijndel -de Nooij et al., 2011) 
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Figure 4 HAVEit display elements (Schijndel -de Nooij et al., 2011) 

The choice of the HMIs is important. After all, the way in which information is available to 
the driver determines whether they will feel in control and behave in the car, deciding to delegate 
ÄÅÃÉÓÉÏÎÓ ÔÏ ÔÈÅ ÓÙÓÔÅÍ ÏÒ ÔÁËÉÎÇ ÏÖÅÒȢ &ÏÒ ÅÍÐÉÒÉÃÁÌ ÓÔÕÄÉÅÓ ÔÅÓÔÉÎÇ ÁÎÄ ÐÒÅÄÉÃÔÉÎÇ ÄÒÉÖÅÒÓȭ 
behaviour,13 ÉÔ ÉÓ ÃÒÕÃÉÁÌ ÔÏ ÔÁËÅ ÉÎÔÏ ÁÃÃÏÕÎÔ ÔÈÅ ×ÁÙ ÔÈÅ (-)Ó ȰÍÅÄÉÁÔÅȱ ÈÕÍÁÎ ÁÃÔÉÏÎÓ ÁÎÄ 
interactions.14 The philosophy of technology helps here. If we apply the table developed in 
RoboLaw D4.3 (Lucivero et al.ȟ ςπρσɊȟ ÂÁÓÅÄ ÏÎ )ÈÄÅ ɉρωωπɊ ÁÎÄ 6ÅÒÂÅÅË ɉςππυɊȭÓ ÔÙÐÅs of human-
technology relationship, to the case of the automatic cars, different types of relationships can be 
ÓÉÎÇÌÅÄ ÏÕÔ ÄÅÐÅÎÄÉÎÇ ÏÎ ÔÈÅ ÁÕÔÏÍÁÔÅÄ ÆÕÎÃÔÉÏÎ ÁÎÄ ÔÈÅ ÌÅÖÅÌ ÏÆ ÕÓÅÒȭÓ ÁÄÁÐÔÁÔÉÏÎȢ !ÃÃÏÒÄÉÎÇ ÔÏ 
the post-phenomenological perspective, technologies have a role in the way we access the world. In 
ÔÈÅ ÃÁÓÅ ÏÆ ÁÕÔÏÍÁÔÅÄ ÃÁÒÓ ÔÈÒÅÅ ÔÙÐÅÓ 6ÅÒÂÅÅËȭÓ ÄÉÓÔÉÎÃÔÉÏÎ ÂÅÔ×ÅÅÎ ȰÐÒÁÇÍÁÔÉÃȱ ÁÎÄ 
ȰÈÅÒÍÅÎÅÕÔÉÃȱ ÍÅÄÉÁÔÉÏÎ ÁÓ ×ÅÌÌ ÁÓ $ÏÎ )ÈÄÅȭÓ ȰÂÁÃËÇÒÏÕÎÄ ÒÅÌÁÔÉÏÎȱ ÓÅÅÍ ÁÐÐÒÏÐÒÉÁÔÅ ÔÏ ÄÅÓÃÒÉÂÅ 
the way these objects aÎÄ ÔÈÅÉÒ ÄÅÓÉÇÎ ÒÅÌÁÔÅ ÔÏ ÔÈÅ ÕÓÅÒÓȭ ×ÁÙ ÏÆ ÉÎÔÅÒÁÃÔÉÎÇ ×ÉÔÈ ÔÈÅ ×ÏÒÌÄȢ  

¶ 4ÈÅ ÍÏÓÔ ÏÂÖÉÏÕÓ ÒÅÌÁÔÉÏÎÓÈÉÐ ÔÈÁÔ ÃÁÎ ÂÅ ÅØÐÅÃÔÅÄ ÉÓ Ȱpragmatic mediation ȱȟ ÉÎ ×ÈÉÃÈ 
ÔÈÅ ÕÓÅÒȭÓ ÁÇÅÎÃÙ ÉÓ ÍÅÄÉÁÔÅÄ ÂÙ ÔÈÅ ÔÅÃÈÎÏÌÏÇÙȢ )Î ÆÁÃÔȟ ÒÏÂÏÔÉÃ ÃÁÒÓ ÒÅÄÉÓÔÒÉÂÕÔÅ ÒÏÌÅÓ 
and responsibilities among actors. Drivers delegate some driving and control 
responsibilities to the car. For example, in the case of automated speed control, the 
automated car system establishes the speed the car should have on a road. This system 
removes the human driver from the responsibility of adapting the driving speed in 
keeping with the existing regulation. In this context, the usual distinctions between the 
sphere of responsibility of the driver and the manufacturer are blurred and new 
questions arise. For example, if  the car owner receives a speed ticket, who should be 
responsible for this misdemeanour? Is it the manufacturer, or the infrastructure 
company, the satellite system or the driver who is still supposed to supervise the system 
and check whether it obeys road signs? Exploring the forms of this pragmatic mediation 
in empirical and philosophical studies can help designing both better interfaces and 
more appropriate regulations. In fact, an exploration of how certain interfaces mediate 
ÄÒÉÖÅÒÓȭ ÁÃÔÉons and their awareness of their roles and responsibilities is a first step to 
ÕÎÄÅÒÓÔÁÎÄ ×ÈÅÔÈÅÒ ÄÒÉÖÅÒÓȭ ÐÅÒÃÅÐÔÉÏÎ ÉÓ ÃÏÒÒÅÃÔ ÕÎÄÅÒ ÔÈÅ ÃÕÒÒÅÎÔ ÆÒÁÍÅ×ÏÒË ÁÎÄ 
will lead to a desirable behaviour. This type of analysis can help designers to adapt 
interfaceÓ ÉÎ ÏÒÄÅÒ ÔÏ ÍÅÄÉÁÔÅ ÄÒÉÖÅÒÓȭ ÁÃÔÉÏÎs differently . It can also help regulators to 
adapt existing frameworks to this new car-driver hybrid.  

                                                             

13 The expected behaviour of the driver is difficult to predict and requires empirical studies that 
ÓÈÏÕÌÄ ÁÄÄÒÅÓÓ ȰÁÖÅÒÁÇÅ ÄÒÉÖÅÒÓȱ ÒÁÔÈÅÒ ÔÈÁÎ ȰÅØÐÅÒÔ ÒÅÓÅÁÒÃÈÅÒÓȱȢ 

14 4ÈÅ ÃÏÎÃÅÐÔ ÏÆ ÔÅÃÈÎÏÌÏÇÉÃÁÌ ȰÍÅÄÉÁÔÉÏÎȱ is described in RoboLaw D4.3. It refers to the way in 
which technologies affect human perceptions and actions with consequences for allocation of moral 
responsibilities among actors (Verbeek, 2005).  
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¶ !ÕÔÏÍÁÔÅÄ ÃÁÒÓ ÃÁÎ ÁÌÓÏ ÂÅ ÅØÐÅÃÔÅÄ ÔÏ ÅÎÔÅÒ ÉÎÔÏ Á Ȱhermeneutic mediation ȱ ×ÉÔÈ ÔÈÅ 
users. In fact, they are likely ÔÏ ÍÅÄÉÁÔÅ ÔÈÅ ÕÓÅÒȭÓ ÐÅÒÃÅÐÔÉÏÎ ÁÎÄ ÕÎÄÅÒÓÔÁÎÄÉÎÇ ÏÆ ÔÈÅ 
world. Take as an example the images above, showing different types of HMIs. Different 
displays offer different types of information, including images of the road and other 
ÃÁÒÓȭ ÐÏÓÉÔÉÏÎÓȟ ÁÓ ×ÅÌÌ as speed and angles. The system could also specify when a 
ÓÉÔÕÁÔÉÏÎ ÒÅÑÕÉÒÅÓ ÔÈÅ ÄÒÉÖÅÒ ÔÏ ÔÁËÅ ÃÏÎÔÒÏÌȢ 4ÈÉÓ ȰÁÕÇÍÅÎÔÅÄȱ ÒÅÁÌÉÔÙ ÉÎ ÔÈÅ ÃÁÒ ÏÆÆÅÒÓ 
additional information about the road situation which corresponds to a portion of the 
external word from thÅ ÄÒÉÖÅÒȭÓ ÐÅÒÓÐÅÃÔÉÖÅȢ $ÅÐÅÎÄing on how this information is 
provided and visualized, the driver will have a different perception of the danger in one 
ÓÉÔÕÁÔÉÏÎ ÏÒ ÔÈÅ ÏÔÈÅÒ ÄÒÉÖÅÒÓȭ ÂÅÈÁÖÉÏÕÒ ÉÎ ÁÎÏÔÈÅÒȢ 3ÕÃÈ Á ÍÅÄÉÁÔÅÄ ÐÅÒÃÅÐÔÉÏÎ ÏÆ ÔÈÅ 
road could be cruÃÉÁÌ ÉÎ ÄÅÔÅÒÍÉÎÉÎÇ ÔÈÅ ÄÒÉÖÅÒÓȭ ÓÅÎÓÅ ÏÆ ÐÅÒÉÌ ÁÎÄ ÒÅÓÐÏÎÓÉÂÉÌÉÔÙ ÁÓ ×ÅÌÌ 
as their subsequent behaviour. In some cases, for example, it may be beneficial to turn 
the mediated experience into a simulation of a direct experience. For example, empirical 
studies could show that it may be beneficial to turn warning signals closer to the 
everyday experience of the corresponding dangers in terms of perception, cognition and 
action strategies that are supposed to be executed.  For example, the danger of collision 
may be signalled by the sound of very fast approaching object. Such a stimulus would 
command the ÕÓÅÒȭÓ ÅÎÔÉÒÅ attention and trigger an immediate and appropriate reaction 
if it is associated with one class of possible dangers. The desirable type of hermeneutic 
mediation should be incorporated into the design of human-machine interfaces in order 
ÔÏ ÅØÐÌÏÒÅ ÈÏ× ÔÈÅÙ ÁÌÔÅÒ ÔÈÅ ÕÓÅÒÓȭ ÐÅÒÃÅÐÔÉÏÎ ÏÆ ÔÈÅ ÏÕÔÓÉÄÅ ×ÏÒÌÄ ÁÎÄ ÔÈÅ ÍÅÁÎÉÎÇÓ 
and representations connected to them.  

¶ When automated cars will be a component of accepted driving practices, they will not be 
seen or perceived by the driver as a technological mediation with the world. This is the 
case, for example, when it comes to our heating or electrical systems. Once they are set 
up, we do not continuously check whether they work properly. In these cases, the 
technology disappears as far as the user is concerned. IÔ ÒÅÍÁÉÎÓ ÉÎ ÔÈÅ Ȱbackground ȱ 
and it only brings itself to the attention of the user when it malfunctions. In this 
situation, the driver of an automated car could get used to the technology and trust it 
without exerting any ÃÏÎÔÒÏÌȢ ! ÃÁÒȟ ÈÏ×ÅÖÅÒȟ ÉÓ ÎÏÔ Á ÆÒÉÄÇÅȟ ÁÎÄ ÉÆ ÔÈÅ ÓÙÓÔÅÍ ȰÂÒÅÁËÓȱ 
and becomes visible in a life-threatening situation, the road or car users can be in 
serious danger. Therefore, designers and regulators may want to reduce at least this 
type of relationship between the users and the automated system, by not allowing the 
ÕÓÅÒ ÔÏ ȰÆÏÒÇÅÔȱ ÁÂÏÕÔ ÔÈÅ ÓÙÓÔÅÍ ÁÎÄ ÃÏÎÔÉÎÕÏÕÓÌÙ ÄÅÍÁÎÄÉÎÇ ÁÔÔÅÎÔÉÏÎ ÏÒ ÃÏÎÔÒÏÌȢ 4ÈÉÓ 
can be done by technical means, by continuously reminding the driver to control the 
road or by sending sound signals (see as an example the BMW HMIs system). It can also 
be done by regulatory means, i.e. by according to automated car users the status of 
drivers. This would, for example, obligate them to pay attention to the road and would 
require them to hold a driving licence. 

The issue here is that the levels of automation and the type of technical specifications (as for 
example HMIs) create types of human-technology relationships that influence the ÕÓÅÒÓȭ 
understanding and agency in the world. Human factors in automated driving are determined by the 
interaction between values and assumptions inscribed in the design and the values, worldviews 
and beliefs held by the user. This value analysis is crucial in research on human factors and 
therefore need further study. 

Moral values manifest not only in the technical design. They are also materialising in social 
practices of living and interacting (or even regulating). These practices with technologies are 
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intrinsically normative (Willelm & Pols, 2010) and the articulation of positions, norms and values ɀ 
in short, the description of the internal normativity, or intra-normativity, to these practices (Pols, 
2013) ɀ is crucial in order to understand what is valued in that practice and what normative 
conflicts arise with the introduction of a new technology.15 What is the intra-normativity in driving 
practices? What is important for drivers? And how do automated cars promote or counteract these 
values? Driving is a practice that is shaped by cultural and social norms and values. These norms 
ÁÎÄ ÖÁÌÕÅÓ ÃÁÎ ÂÅ ÅÌÉÃÉÔÅÄ ÉÎ ÄÒÉÖÅÒÓȭ ÁÔÔÉÔÕÄÅÓȟ ÐÒÁÃÔÉÃÅÓȟ ÉÄÅÁÓ ɉÅȢÇȢ ÐÅÒÃÅÐÔÉÏÎÓ ÏÆ ÃÁÒ ÔÙÐÅÓȟ ÄÒÉÖÅÒ 
characteristics) as well as in the way commercials depict driving experiences and behaviours. Age 
and gender differences, too, play a crucial role in driving experiences and perceptions (Redshaw, 
ςππψɊȡ ȬTechnology is often heralded as the solution to reducing road death and injury rates, 
increasingly removing the human factor from the equation. However the values and social norms 
underlying the current dominant form of mobility cannot be ignored in confronting mobility issues 
into the futureȭ (Ibid.: 154). 

Values and social norms are extremely diverse if we consider the different actors who are 
ÉÎÖÏÌÖÅÄ ÉÎ ÄÒÉÖÉÎÇ ÐÒÁÃÔÉÃÅÓȡ ȬIn current understandings of mobility the driver or operator of a 
motor vehicle is seen as the one in control, and the passenger merely subject to that control. An 
agent of mobility however is not just a driver or operator of a motor vehicle, but is at times a 
pedestrian, a passenger, and possibly a cyclist. The boundaries between driver and car have 
become increasingly blurred with new technologies but remain significantly distinguished in 
ÃÕÌÔÕÒÁÌ ÔÅÒÍÓȭ (Ibid.: 154). 

4ÈÉÓ ÄÉÖÅÒÓÉÔÙ ÉÓ ÅÖÅÎ ÍÏÒÅ ÏÂÖÉÏÕÓ ÉÆ ×Å ÃÏÎÓÉÄÅÒ ÔÈÅ ÉÎÔÅÒÅÓÔÓ ÁÎÄ ÉÄÅÁÓ ÏÆ ȰÇÏÏÄȱ ÆÏÒ ÔÈÅ 
stakeholders and major players in the field of smart mobility (see Figure 5 from the SMART 64 
report: 87). 

 

Figure 5 players in the field of smart mobility (Schijndel -de Nooij et al., 2011) 

Assessing the ethical issues raised by automated cars requires us, therefore, to elicit values 
and normative frameworks put forward by different stakeholders and players. Furthermore, the 

                                                             

15 4ÈÅ ÃÏÎÃÅÐÔ ÏÆ ȰÉÎÔÒÁ-ÎÏÒÍÁÔÉÖÉÔÙȱ ÉÎ ÓÏÃÉÁÌ ÐÒÁÃÔÉÃÅÓ ÉÓ ÂÁÓÅÄ ÏÎ ÁÎ ȰÅÍÐÉÒÉÃÁÌ ÅÔÈÉÃÓȱ ÁÐÐÒÏÁÃÈ 
(Pols 2013) and is introduced in D5.6.  
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new practice of automated driving should be explored further  in order to determine what people 
value and behave when engaging in driving automated vehicles. 

3.3 Mapping critical issues  

AutomatÅÄ ÃÁÒÓ ÁÒÅ ÎÏÔ ÇÏÏÄ ÏÒ ÂÁÄ ÐÅÒ ÓÅȢ )ÎÓÔÅÁÄȟ ÔÈÅÙ ȰÓ×ÉÔÃÈ ÏÎȱ ÓÅÖÅÒÁÌ ÅÔÈÉÃÁÌ ÉÓÓÕÅÓ16 
such as safety (in the sense of protection of life and protection of the environment), surveillance 
and privacy (data protection, ownership of data, confidentiality), freedom (autonomy, mobility, 
personality), and justice (accessibility). These values are mobilized by players in the field of 
automated cars as justifications of their social desirability and by sceptical voices as a motivation of 
their criticism (see § 3.1). &ÕÒÔÈÅÒÍÏÒÅȟ ÔÈÅÓÅ ÉÄÅÁÓ ÏÆ ȰÇÏÏÄÎÅÓÓȱ ÁÎÄ ÎÏÒÍÁÔÉÖÅ ÖÉÅ×Ó ÁÂÏÕÔ 
societal benefits are encoded ÉÎ ÄÅÓÉÇÎ ÃÈÏÉÃÅÓ ÁÎÄ ÅÎÁÃÔÅÄ ÉÎ ÓÔÁËÅÈÏÌÄÅÒÓȭ ÐÒÁÃÔÉÃÅÓ ɉÓÅÅ ɘ σȢςɊȢ )Ô 
is crucial to note that not only some of the values are opposed to others in the discussions between 
proponents and opponents. Also, some of the values mobilized by proponents are conflicting with 
others. 

Safety VS comfort (of not having to drive) 

As explained above, safety is a key value for proponents of automated cars. The ideal of a 
ȰÓÁÆÅ ÓÙÓÔÅÍȱ ÉÓ encoded into technical choices about functionalities and technical specifications of 
the car. User-friendliness is another important value, since the human controller needs to be able to 
supervise the system in an easy and accessible way. User-friendliness, however, is also justified in 
terms of the aesthetics of the driving experience. Manufacturers want drivers to enjoy the driving 
experience allowing them to focus their attention also on other activities.17 The importance of the 
value of comfort and the possibility of multi -tasking is also illustrated  by 'ÏÏÇÌÅȭÓ ÅÆÆÏÒÔÓ ÏÆ 
lobbying in Nevada state to support a bill that would allow occupants to be distracted while sitting 
behind the wheel and would not fine them for sending text messages (Ackerman, 2011; Markoff, 
ςπρρɊȢ 4ÅØÔÉÎÇ ÏÒ ÂÅÉÎÇ ÄÉÓÔÒÁÃÔÅÄ ÁÌÌÏ×Ó ÁÕÔÏÍÁÔÅÄ ÃÁÒ ÕÓÅÒÓ ÔÏ ÆÕÌÌÙ ÅÎÊÏÙ ÔÈÅ ȰÁÕÔÏÍÁÔÅÄ 
ÄÒÉÖÉÎÇȱ ÅØÐÅÒÉÅÎÃÅ ÔÈÁÔ ÄÏÅÓ ÎÏÔ ÒÅÑÕÉÒÅ ÔÈÅÉÒ ÆÕÌÌ ÁÔÔÅÎÔÉÏÎȢ 4ÈÉÓ ÉÓ ÎÏÔ ÁÌ×ÁÙÓ ÉÎ ÌÉÎÅ ×ÉÔÈ ÔÈÅ 
value of safety.18 

Safety VS freedom 

As discussed above, safety in driving practices is promoted by automated cars, thanks to the 
design of specific functionalities. A classic example concerns the possibility of imposing speed limits 
in a ÖÅÈÉÃÌÅȭÓ ÄÅÓÉÇÎȢ )ÎÔÅÌÌÉÇÅÎÔ Speed Adaptation Systems have been tested in real environments as 
ÁÎ ÅÎÈÁÎÃÅÒ ÏÆ ÒÏÁÄ ÓÁÆÅÔÙ ɉ/ÅÉ Ǫ 0ÏÌÁËȟ ςππςɊȢ 4ÈÉÓ ÆÏÒÍ ÏÆ ȰÔÅÃÈÎÏ-ÒÅÇÕÌÁÔÉÏÎȱ ɉÖÁÎ ÄÅÎ "ÅÒÇ Ǫ 
Leenes, 2013) allows us to steer human behaviour according to some lawful regulation by 
designing technologies that enable only certain actions. This type of regulation has been criticised 

                                                             

16 See the criticality map in RoboLaw D5.6. 
17 As an example, see 6/,6/ȭÓ ÃÏÍÍÅÒÃÉÁÌ ÆÏÒ ÓÅÌÆ-driving at 

https://www.youtube.com/watch?v=uDB6fFflTVA . 
18 A different type of issue concerns the pleasure derived from manually driving which is jeopardized 

by the very essence of automated cars. Manufacturers will indeed have to evaluate the importance that 
drivers attribute to the driving experience in order to ensure that there is, in fact, a demand for automated 
cars. 

https://www.youtube.com/watch?v=uDB6fFflTVA
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as being based on Á ȰÂÉÇ ÂÒÏÔÈÅÒȱ ÖÉÅ×Ȣ19 The criticisms about the risks of state or private 
ÃÏÍÐÁÎÉÅÓȭ ÓÕÒÖÅÉÌÌÁÎÃÅ ÏÆ ÄÒÉÖÅÒÓȭ ÂÅÈÁÖÉÏÕÒ ÁÓ ×ÅÌÌ ÁÓ ÔÈÅ ÐÁÔÅÒÎÁÌÉÓÔÉÃ ÁÐÐÒÏÁÃÈ ÔÈÁÔ ÒÅÄÕÃÅÓ 
dÒÉÖÅÒÓȭ ÆÒÅÅÄÏÍ ÆÏÒ ÔÈÅ ÓÏÃÉÁÌ ÂÅÎÅÆÉÔ ÓÈÏ× ÔÈÁÔ ÎÏÔ ÅÖÅÒÙÏÎÅ ÁÇÒÅÅÓ ÁÂÏÕÔ ÔÈÅ ÐÒÉÏÒÉÔÙ ÏÆ ÔÈÅ ÖÁÌÕÅ 
of safety over other values. Safety concerns therefore clash with the value of freedom as well as 
with the value of protecting your behaviour against other ÐÅÏÐÌÅȭÓ gaze (privacy). 

Accessibility VS equality 

Automated cars offer an opportunity for disabled people to be mobile and have access to 
places that can only be reached via car. Furthermore, it enables them to independently control a 
vehicle. This is emÂÌÅÍÁÔÉÃ ÉÎ ÔÈÅ ÃÁÓÅ ÏÆ ÔÈÅ ÖÉÓÕÁÌÌÙ ÉÍÐÁÉÒÅÄ ÐÅÒÓÏÎ ȰÄÒÉÖÉÎÇȱ ÔÈÅ 'ÏÏÇÌÅ ÃÁÒ, as 
ÆÅÁÔÕÒÅÄ ÉÎ ÏÎÅ ÏÆ 'ÏÏÇÌÅȭÓ ÃÁÒ ÔÒÉÁÌÓ ɉ(ÉÌÌȟ ςπρςɊȢ !Ó ÍÅÎÔÉÏÎÅÄ ÁÂÏÖÅȟ ÁÕÔÏÍÁÔÉÏÎ ÐÒÏÍÏÔÅÓ 
accessibility and equal opportunities for disabled people. If we look at automated cars from the 
perspective of the International Classification of Functionalities, Disability and Health (WHO 2001, 
ÓÅÅ ÁÌÓÏ 2ÏÂÏ,Á× $τȢσɊȟ ×Å ÃÁÎ ÓÁÙ ÔÈÁÔ ÔÈÅÙ ÃÏÎÔÒÉÂÕÔÅ ÔÏ ÅÎÈÁÎÃÅ ȰÁÃÔÉÖÉÔÙ ÁÎÄ ÐÁÒÔÉÃÉÐÁÔÉÏÎ 
ÃÁÐÁÂÉÌÉÔÉÅÓȱ ÓÕÃÈ ÁÓȡ ÍÏÂÉÌÉÔÙȟ ÉÎÔÅÒÐÅÒÓÏÎal interactions and relationships (by allowing people to 
get together but also to talk more in a car), major life areas (education, work employment and 
economic life which are related to mobility). At the same time, however, we could ask from the 
perspectiÖÅ ÏÆ 3ÅÎ ÁÎÄ .ÕÓÓÂÁÕÍȭÓ ȰÃÁÐÁÂÉÌÉÔÙ ÁÐÐÒÏÁÃÈȱ ɉ.ÕÓÓÂÁÕÍȟ ςπππɊ ×ÈÅÔÈÅÒ ÄÉÓÁÂÌÅÄ 
people do, indeed, have the freedom and opportunity to actualize these functionings ɀ if, in a word, 
they have the capability to act in a certain way, in this case access places and being independently 
mobile. Such freedom depends on technical conditions (e.g. full automation), on the regulatory 
environment (e.g. existing regulation on need for a supervisor of the system who is able to take full 
control), on the geographical (e.g. presence of infrastructures that allow fully automated vehicles to 
safely circulate) and on financial conditions (e.g. affordable prices for automated cars). Under these 
conditions, not only are the capabilities of disabled people not promoted. We might also ask to what 
extent these technologies broaden the divide between the able-bodied and the disabled as well as 
between the poor and the rich, raising, therefore issues of equality.20  

Efficiency VS privacy 

Efficiency is an important value in the discourses about and the design of automated cars. 
This value is intended as a weighted balance of reduced (monetary and environmental) costs of fuel 
ÃÏÎÓÕÍÐÔÉÏÎȟ ÄÅÃÒÅÁÓÅÄ ÒÏÁÄ ÕÓÁÇÅȟ ÉÎÃÒÅÁÓÅÄ ÒÏÁÄ ÕÓÅÒÓȭ ÓÁÆÅÔÙȟ ÉÍÐÒÏÖÅÄ ÔÒÁÆÆÉÃ ÍÁÎÁÇÅÍÅÎÔ 
and flow (reduced congestion). The efficiency in automated systems is highly improved through 
platooning or lane specific control (Hoogendoorn, 2013; Schijndel-de Nooij et al., 2011). In fact, 
these smart systems that presuppose a communication between different vehicles and the highway 
infrastructure allow to control the behaviour of different vehicles in the most efficient way in terms 
of a balance of traffic management, fuel savings and safety. Vehicle to vehicle (V2V) communication 
and vehicle to infrastructure communication (V2I) both determine the speed limit on a given road, 
for example, or establish whether the car ahead is breaking or changing lane. These forms of 
communication are based on an exchange of information and data. The issue here is to establish the 
extent to which personal data is transmitted or could eventually be retrieved by public authorities 
(see Sanfeliu et al., 2010). Whether or not ÔÈÉÓ ÉÓ ÔÈÅ ÃÁÓÅȟ ÃÏÎÃÅÒÎÓ ÁÂÏÕÔ ÄÒÉÖÅÒÓȭ ÐÒÉÖÁÃÙ ÃÏÕÌÄ 

                                                             

19 "UK fights EU bid to introduce speed limit devices: European road safety rules would force cars to 
fit systems that would automatically apply brakes to keep to speed limits". The Guardian. Press Association. 
September 1, 2013.  

20 On the issue of robotics and equality see Pirni & Lucivero (2013). 

http://www.theguardian.com/world/2013/sep/01/uk-fights-eu-speed-limit-devices
http://www.theguardian.com/world/2013/sep/01/uk-fights-eu-speed-limit-devices
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arise if this data would be accessible and ascribable to a single individual. Efficiency and privacy 
would seem to be clashing. 

This list of conflicting values suggests that some of the issues above should be taken 
seriously into account at this stage of technological development in order to avoid clashes later. In 
discourses about automated cars, the societal importance of the value of safety is pointed out. 
Safety is of course important, but what emerges from the reflections above is that safety is not the 
only value at stake: comfort, freedom, equality, privacy are also brought forward in practices and 
debates about automated vehicles.  The aesthetics of driving and comfort, freedom, privacy, 
equality are important values as well and in some cases societies and individuals may want to give 
them priority under certai n conditions. For example, if a basic amount of safety is guaranteed, 
individuals may prefer to use their mobile phone while driving. Decisions that involve design, 
regulation, policy and use of automated cars will most likely engage stakeholders in a negotiation 
among these values. Manufacturers for example will have to weigh the safety of the vehicle against 
the comfort of driving, in order to make their products marketable. Regulators may decide to give 
up some safety that would result from a complete monitoring of the road traffic in order to protect 
the ÄÒÉÖÅÒÓȭ ÒÉÇÈÔ ÔÏ ÐÒÉÖÁÃÙ ÁÎÄ ÐÒÏÔÅÃÔ ÔÈÅÉÒ ÐÅÒÓÏÎÁÌ ÄÁÔÁȢ 

3.4 Policy considerations  

The ethical analysis of automated cars offers a number of conclusions and 
recommendations for policy makers: 

¶ Beside issues of safety and reliability testing, regulations and challenges concerning the 
human factor, it is important to look at how automated cars affect and/or interact with 
social norms and moral values. This is undermined so far. 

¶ Ethical issues of automation ÇÏ ÂÅÙÏÎÄ ȰÎÏ ×ÉÎ ÓÃÅÎÁÒÉÏÓȱ ÐÒÅÓÅÎÔÅÄ in the literature. 
Which values are given priority in the design of these cars? What are the tradeoffs 
between, say, safety, efficiency and comfort? An analysis of values at stake is needed at 
this stage of technological development in order to make informed choices on 
preferable designs and policies.  

¶ )Î ÔÈÅ ÓÔÕÄÙ ÏÆ ȰÈÕÍÁÎ ÆÁÃÔÏÒÓȱȟ ÅÍÐÉÒÉÃÁÌ ÓÔÕÄÉÅÓ ÓÈÏÕÌÄ ÁÌÓÏ ÅÎÇÁÇÅ ÉÎ ÑÕÁÌÉÔÁÔÉÖÅ 
descriptions of how automated driving mediates the ÕÓÅÒÓȭ ÕÎÄÅÒÓÔÁÎÄÉÎÇ ÏÆ ÁÎÄ ÁÇÅÎcy 
in the world. This is important for example in order to design systems in which 
responsibilities and roles are optimally distributed among human actors and 
technologies. 

¶ Several critical issues have been highlighted: safety vs comfort, safety vs freedom, 
efficiency vs privacy and accessibility vs equality. These issues show that some values 
are competing within the very discourses of promoters of automated cars and should be 
addressed well in advance in order to avoid the polarization of the ethical debate in the 
future. 

These conclusions suggest that an attention to the values at stake needs to accompany 
current attempts to design appropriate policies, technologies and regulations. For each issue and 
context, the relevant and conflicting values will need to be elicited and acknowledged. This can be 
done in different contexts including the developmental process involving the technology as well as 
at the policy and regulatory level. This attention to values is important in order to guarantee that 
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different social and moral concerns are explicitly addressed and choices are justified, avoiding to 
paint the entire ÓÉÔÕÁÔÉÏÎ ×ÉÔÈ ÔÈÅ ÓÁÍÅ ȰÓÁÆÅÔÙȱ ÃÏÌÏÕÒ ÁÎÄ ÏÎÌÙ ÉÍÐÌÉÃÉÔÌÙ ÄÅÁÌÉÎÇ ×ÉÔÈ ÔÈÅ ÏÔÈÅÒ 
issues.   

Technology and society shape accepted morals as well as existing regulation based on this 
normative background. Existing laws against reckless driving that require drivers to be attentive 
ÁÎÄ ÖÉÇÉÌÁÎÔȟ ÆÏÒ ÅØÁÍÐÌÅȟ ÁÒÅ ÇÒÏÕÎÄÅÄ ÏÎ ÔÈÅ ÖÁÌÕÅ ÏÆ ȰÓÁÆÅÔÙȱ ÆÏÒ ÒÏÁÄ ÕÓÅÒÓȢ (Ï×ÅÖÅÒȟ ÎÅ× 
technologies change our perspeÃÔÉÖÅÓ ÏÎ ×ÈÁÔ ÉÓ ÓÁÆÅȢ !ÕÔÏÍÁÔÅÄ ÃÁÒÓȭ ÐÒÏÐÏÎÅÎÔÓ ÓÕÇÇÅÓÔ ÔÈÁÔ it is 
safer to have the system in charge because it is safer than humans. In order to make policy 
decisions concerning automated cars it is therefore important to analyse the moral values in 
transport policies and existing legislation, to reflect on how automated driving systems promote 
and counteract these values in their design and to give them a different meaning. 

4  L e g a l  A n a l y s i s  

4.1 Introduction  

The legal analysis will concentrate on one pressing issue: the liability of manufacturers for 
defective ɀ in the sense of unsafe ɀ automated cars and the influence this type of liability has on 
innovation in the field of automated cars. In particular, the question is asked whether liability rules 
may slow down innovation and how this could be addressed. The analysis presents a vision on this 
topic. This vision helps the discussion about further development of regulation in the field and 
makes clear which research is still needed. 

The liability of the manufacturer is not the only legal issue that automated cars raise. 
Hereinafter other issues will shortly be mentioned. These other issues may, to a smaller or larger 
extent, influence the main question addressed here. 

4ÈÅ ÆÏÌÌÏ×ÉÎÇ ȬÏÔÈÅÒȭ ÁÒÅÁÓ in which regulation may be required can be mentioned:  

¶ The EC rules for type approval or at least the technical standards by which the type 
approval is decided need to be adapted to accommodate automated cars.21  
Authorities are struggling to define the technical requirements that an automated 
car must meet. The Dutch Rijksdienst voor het Wegverkeer foresees a gradual 
growth path in which components of an automated system are certified individually. 
This step-by-step approach will, in the long run, lead to a full certification for 
automated cars.22  

¶ The rules for periodic technical inspections (such as the British MoT, the German 
TuV and AU and the Dutch APK) or at least the technical standards on whose basis 
these inspections take place may need to be adapted.23 These rules are currently 

                                                             

21 See Directive 2007/46/EC of the European Parliament and of the Council of 5 September 2007 
establishing a framework for the approval of motor vehicles and their trailers and of systems, components 
and separate technical units intended for such vehicles. 

22 Based on oral statements of a senior representative of RDW. 
23 Directive 2009/40/EC of the European Parliament and of the Council of 6 May 2009 on 

roadworthiness tests for motor vehicles and their trailers. 
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under revision in the so-called roadworthiness package.24 Automated cars are not 
addressed in this revision. 

¶ 2ÕÌÅÓ ÁÂÏÕÔ ÄÒÉÖÅÒȭÓ ÌÉÃÅÎÓÅÓ ÍÁÙ ÎÅÅÄ ÔÏ ÂÅ ÓÃÒÕÔÉÎÉÚÅÄȢ !ÒÅ ÔÈÅ ÃÕÒÒÅÎÔ 
examinations adequate to prepare drivers for automated cars? What kind of license, 
if any, is needed for automated cars? Should all users of driverless cars be able to 
and have a licence to drive, or can they be novices? 

¶ Technical standards for roads may require attention. The regulatory needs in this 
field are probably limited, given the technical direction automated driving takes: 
intelligence is built into the car rather than in the road. 

¶ For the foreseeable future there will be a need for automated cars to rely on the 
human driver to resume control. Additional research in HMI is needed to discover 
the best ways in which human and car could interact. A regulatory need arises in 
that it may be necessary to ensure a certain extent of uniformity in these HMI, so 
that drivers using cars from different manufacturers do not get confused. Possibly, 
standardisation in this field is needed. 

¶ Privacy issues may have to be dealt with. If all intelligence for automated driving is 
built into the car the privacy questions will be very limited (e.g. access of police or 
other government to data logged by the car). As we saw in the section about the 
state-of-the-art some form of communication between the car and the outside world 
is likely to take place. Examples are exchanges of data with navigation providers or 
exchanges with other cars on the road. Where exchanges of data take place privacy 
issues become more sensitive since these exchanged data may relate to identifiable 
persons such as the drivers and/or users of automated cars and perhaps other road 
users that the sensors of the car detect.25  

¶ Upon the advent of automated cars, traffic rules may need to be adapted. An oft-
mentioned example is art. 8 Vienna Convention that requires a vehicle to have a 
driver.26 Another example is Google who are striving to change the laws forbidding a 
driver to use a mobile phone while driving; this is a prohibition that may be 
superfluous and unnecessarily restrictive when highly and fully automated cars are 
used.  

4.2 A Legal definition  

Four US states have enacted legislation that defines autonomous vehicles. The definitions 
can be found in the annex. In the table below, the core elements of the definitions have been 
reproduced. Below the table, an analysis of the definitions is undertaken. 

                                                             

24 http://europa.eu/rapid/press -release_MEMO-12-555_en.htm  
25 Compare Article 29 Working Party, Working document on data protection and privacy implications 

in eCall initiative, 1609/06/EN, WP 125, 26 September 2006 and Opinion of the European Data Protection 
Supervisor on the Communication from the Commission on an Action Plan for the Deployment of Intelligent 
Transport Systems in Europe and the accompanying proposal for a Directive of the European Parliament and 
of the Council laying down the framework for the deployment of Intelligent Transport Systems in the field of 
road transport and for interfaces with other transport modes (2010/C 47/02), OJ C 47/6, 25 February 2010. 

26 Convention on Road Traffic, Vienna, November 8, 1968, 1042 U.N.T.S. 17. 

http://europa.eu/rapid/press-release_MEMO-12-555_en.htm
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TABLE 1 Analysis of the defi nitions  

 Nevada California  Michigan  Florida  

Means 

vehicle is also 
enabled with 

artificial intelligence 
and technology that 

vehicle equipped 
with technology 

that 

a motor vehicle on 
which automated 

technology has been 
installed, either by a 

manufacturer of 
automated 

technology or an 
upfitter that  

Any vehicle 
equipped with 
autonomous 
technology 

Purpose of the 
means 

allows the vehicle to 
carry out all the 

mechanical 
operations of 

driving  

has the capability of 
operating or driving 

the vehicle 

enables the motor 
vehicle to be 

operated 

that has the 
capability to drive 

the vehicle on which 
the technology is 

installed 

Way of 
operating  the 

means 

without the active 
control or 
continuous 

monitoring of a 
natural person 

without the active 
physical control or 

monitoring  of a 
natural person 

without any control 
or monitoring by a 
human operator 

without the active 
control or 

monitoring by a 
human operator 

The definitions have roughly the same structure. They describe the means of autonomous 
driving, the purpose of the means and the way in which the means are operated. Furthermore, the 
definitions of Nevada, Michigan and Florida mention many examples of technologies belonging to 
the category of partial automation as being excluded from the definition. These lists have not been 
included in the table above. 

In the description of the means the Californian definition is the most succinct. The definition 
of Nevada mentions artificial intelligence and is therewith rather specific. It is not completely clear 
why artificial intellige nce is mentioned. Perhaps, it is meant to exclude a conventional car with a 
brick on the accelerator from the definition. The definitions of Michigan and Florida both contain 
ÔÈÅ ×ÏÒÄ Ȱautomatedȱ or Ȱautonomousȱ. This makes their definitions recursive. 

The description of the purpose of the means also differs between states. The Nevada 
definition does not ÁÐÐÅÁÒ ÔÏ ÂÅ ÃÏÍÐÌÅÔÅÌÙ ÓÈÁÒÐȢ "Ù ÓÐÅÁËÉÎÇ ÏÆ ȬÃÁÒÒÙÉÎÇ ÏÕÔ ÁÌÌ ÔÈÅ ÍÅÃÈÁÎÉÃÁÌ 
operations of driving, the element of control is not clearly expressed: the technology controls the 
driving behaviour of the vehicle. The definition in Michigan uses the passive form (to be operated) 
thus leaving some doubt as to who is operating the vehicle: man or machine? Elsewhere in the 
definition a human operator is mentioned, hence it is probably meant that a human is operating the 
ÖÅÈÉÃÌÅ ÉÎ ÔÈÅ ÓÅÎÓÅ ÏÆ ÕÓÉÎÇ ÔÈÅ ÖÅÈÉÃÌÅȢ 4ÈÉÓ ÕÓÅ ÏÆ ÔÈÅ ×ÏÒÄ ȬÏÐÅÒÁÔÉÎÇȭ ÉÓ Á ÌÉÔÔÌÅ ÃÏÎÆÕÓÉÎÇȢ 4ÈÅ 
definitions of California and Florida are sharper in that they state that the technology drives the 
vehicle. 
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The way in which the means are operated also differs between states. All definitions state 
that control or monitoring by a natural person in one form or another is lacking. The definition in 
Michigan is the strictest. It does not allow any control or monitoring by a human operator. Maybe 
this is a bit too stringent. Automated cars with high automation (as in the BASt categorization) 
could be excluded from this definition.  The other definitions speak of active (physical) control or 
(continuous) monitoring. This could be interpreted as leaving room for high automation. The 
natural person is not actively controlling the vehicle, but can ɀ well in advance ɀ be summoned to 
take control if the vehicle foresees a situation that it may not master. All partially automated cars 
are excluded from the definitions. As stated above, this is underlined in that the definitions of 
Nevada, Michigan and Florida mention many examples of these technologies as being excluded. 

Based on the analysis above, the following definition appears to be the best combination of 
elements. 

A vehicle enabled with artificial intelligence and technology that have the capability of 
operating or driving the vehicle without the active control or monitoring of a natural person. 

4.2 Liability Law  

This section explains the different functions of liability law and summarises the most 
relevant types of liability. For the latter, reference is made to deliverable D3.1 (Leenes, 2012) 
where appropriate. 

Function and types 

Liability law is about accidents. Accidents are costly. Liability law answers the question 
whether the costs of accidents are borne by the victim or whether those costs can be transferred to 
another actor, typically somebody who is in one way or another (co)responsible for the occurrence 
of the damage. In doing so liability law has two direct goals or functions. On the one hand, liability 
law tries to minimalize the occurrence and the cost of accidents. This breaks up in two sub-
functions of liability law. It should provide an incentive for the Ȱresponsibleȱ person to take 
adequate measures to prevent the occurrence of damage. It should provide for corrective measures 
when a responsible person falls short of taking adequate measures and another suffers damages as 
a consequence. On the other hand, liability law protects the victim by providing compensation. This 
is especially important if the victim cannot bear those costs very well. Examples of the latter may be 
situations in which the victim is a natural person and the costs are related to injury.  

When applying liability law decisions have to be made: How much money, time and effort 
should a potentially liable actor have spent on preventive measures? How can an equilibrium 
between the accessibility and the adequacy of compensation for the victim and the burden for the 
liable party be found? Given the decisions to be made, there is a need for a method to judge them. 
Roughly speaking, there are two approaches. The one is a utilitarian approach. It  may, for example, 
ask whether decisions are efficient. An example is the famous formula of judge Learned Hand for 
judging the adequacy of preventive measures. According to this formula preventive measures 
should be taken if and when they have a value less than the expected damage that would occur if 
the preventive measures are not taken. The expected damage can be calculated by multiplying the 
amount of the damage with the probability that the damage will occur. The other approach is duty 
based. The extent of the preventive measures or the damages to be paid are determined in 
accordance with legal duties. 
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The legal systems under consideration have a number of types of liability that are 
potentially relevant. Hereinafter the different types of liability are shortly described as are the main 
criteria for liability.  

Product liability is strongly harmonised.27 Under these rules, a producer is liable for damage 
caused by a defect in his product. A product is defective when it does not provide the safety which a 
person is entitled to expect, taking all circumstances into account, including: (a) the presentation of 
the product; (b) the use to which it could reasonably be expected that the product would be put; (c) 
the time when the product was put into circulation. 

Liability of the holder of a vehicle differs amongst jurisdictions. In Germany, for example, 
the so-called Halterhaftung is laid down in art. 7(1) StVG. It makes the holder of a motor vehicle 
liable for damages that follow from the death or injury of a person or damage to an object that 
occurs ÉÎ ÔÈÅ ÏÐÅÒÁÔÉÏÎ ɉȬ"ÅÔÒÉÅÂȭɊ ÏÆ ÔÈÅ ÍÏÔÏÒ ÖÅÈÉÃÌÅȢ   

Liability of the driver also differs amongst jurisdictions. In Germany for example, it is laid 
down in § 18 StVG. The driver is liable under the same conditions as the holder of the vehicle. An 
import ant difference is that the driver can escape liability, if he proves that the damage is not 
caused by his fault. Below, more jurisdictions will be discussed. 

Standard of liability  

This deliverable deals with the question whether liability law constitutes a disincentive for 
manufacturers in the sense that they do not bring certain automated technologies to the market or 
introduce them later out of fear for the consequences that accidents with these technologies may 
have in terms of liability. So when discussing the standard of liability, the focus is on product 
liability since this directly affects the manufacturer and the production decisions he makes. Liability 
of the driver or the holder of the vehicle is of no direct concern to the manufacturer. In the section 
Ȭ&ÕÎÃÔÉÏÎ ÁÎÄ 4ÙÐÅÓȭȟ ×Å ÓÁ× ÔÈÁÔ ÔÈÅ ÓÔÁÎÄÁÒÄ ÆÏÒ ÐÒÏÄÕÃÔ ÌÉÁÂÉÌÉÔÙ ÉÓ ȬÔÈÅ ÓÁÆÅÔÙ Á ÐÅÒÓÏÎ ÉÓ ÅÎÔÉÔÌÅÄ 
ÔÏ ÅØÐÅÃÔȭȢ28 It is not a subjective standard.29 The directive indicates that when applying the 
standard all circumstances need to be taken into account, including: (a) the presentation of the 
product; (b) the use to which it could reasonably be expected the product would be put; (c) the time 
when the product was put into circulation. However, these circumstances do not appear to be very 
conducive to limiting the liability of the manufacturer (and thus limiting any chilling effects liability 
law may have). Why? When selling an automated car in the market, the marketing department of 
the manufacturer will praise the vehicle. So the presentation of the product will necessarily be 
controlled by other considerations than limiting a possible liability. The second circumstance is also 
not very helpful: the use to which it could reasonably be expected the product would be put. In case 
law, it has been determined that the manufacturer must take into account that the user of a product 
will not always take all precautions.30 These circumstances exacerbate the chilling effect of liability 
rather than take it away. Are there other circumstances that can limit the liability? The formulation 

                                                             

27 Council Directive 85/374/EEC of 25 July 1985 on the approximation of the laws, regulations and 
administrative provisions of the Member States concerning liability for defective products, OJ L 210, 
07/08/1985, 29 -33.  

28 See art. 6(1) Directive 85/374/EC. 
29 In the recitals to the directive, it is stated somewhat differently: the safety that the public at large is 

entitled to expect. This formulation expresses more clearly that it is an objective standard.  
30 HR 2 februari 1973, NJ 1973, 315, nt HB.  
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of the standard makes clear that absolute safety in the sense that the product will never cause 
damage is not always demanded. The public is not always entitled to expect this. Cars are a good 
example. A good luxury car pulls up in about 35 metres from 100 km/h. If the braking distance was 
smaller, a number of accidents would probably be avoided. But at present, it would be 
unreasonable to state that a car with such a braking distance is unsafe. For products the public is 
accustomed with, it is easier to see what level of safety a person may expect, even if that level falls 
short of absolute safety. The question is how the standard could be filled in with respect to a 
product that the public is not accustomed with, such as automated cars. Which degree of safety 
could a person expect? Since there is no experience with automated cars, an analogy with a product 
we have no experience with needs to be found. An obvious candidate for such a product is a human-
driven car. It functions in the same environment as an automated car, it performs the same function 
as an automated car and apart from control aspects it is identical to an automated car. So how 
would the standard be filled in when taking the human driven car as an analogy? It is reasonable to 
assume that society does not want to make a rearward step in safety when admitting automated 
cars to the street. So, loosely formulated, the public at large is entitled to expect the automated car 
to be as safe as a human driven car. A difficulty iÎ ÁÐÐÌÙÉÎÇ ÔÈÉÓ ÃÒÉÔÅÒÉÏÎ ÉÎ ÔÈÉÓ ȬÌÏÏÓÅÌÙ ÆÏÒÍÕÌÁÔÅÄȭ 
form is that although a human driven car may be an adequate analogue for an automated car they 
are not the same. It may be expected that some accidents can be prevented with the use of 
automated cars. Examples are accidents caused by tiredness, or intoxication of a human driver. 
However, automated cars may also introduce new causes of accidents, such as accidents caused by 
the physical limitations of their sensors. Another problem may be that there is not one human 
driver that is equal to another human driver. So to whom should you compare the automated car? 
These problems can be overcome or at least diminished through a reformulat ed concretisation of 
the standard. 

The concretisation Ȱas safe as a human driven carȱ could be made more precise in the 
following ways:  

1. The automated car should statistically be safer than human drivers, or  

2. The automated car should be safer than the best human driver.  

The first formulation is less strict than the second one. It does not mean that no accident 
will happen that a good human driver could have avoided. It merely means that automated cars 
statistically cause less (in number and in severity) accidents than cars driven by humans. In 
practical terms, the first formulation acts as a minimum standard. It is unlikely that automated cars 
not meeting this standard would be acceptable to the European public. As said before, the European 
public is probably not willing to make a rearward step in safety. 

The second formulation means that an automated car is at least as good as the best human 
driver. This does not mean that no accidents will happen with automated cars. It only means that, if 
an accident happens, the best human driver could not have avoided it either. The practical 
significance of this is that once the technology for automated driving has reached this stage, nobody 
can reasonably object to the introduction of automated cars on safety grounds.   

4.3 Liability and Innovation  

Liability and innovation are not isolated from each other but influence each other. On the 
one hand, liability law may influence the decision of manufacturers to produce certain products. If 
the liability risks are deemed too high, manufacturers may delay the introduction of automated cars 
until technology allows a higher level of safety. Liability law may also have an effect on the trust 
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that the public has in certain products. On the other hand, in determining liability the effects on 
innovation may be taken into account. A producer can, for example, escape product liability if he 
shows that the state of scientific and technical knowledge at the time when he put the product into 
circulation was not unable to detect the defect. In this section, the effects of liability law on 
innovation in automated cars will be studied. It is found that certain adverse effects are to be 
expected and a way of dampening these effects is proposed. 

The effect of liability on innovation 

Automated cars take over some or perhaps all functions that a traditional human driver 
now performs when driving  a car. As we saw before, this can take two forms. With partially 
automated cars the human driver is still the driver of the car. His function changes, however. He is 
not the person who actually operates the controls of the car. Rather, he becomes the person 
supervising the technology, ready to intervene at any moment. With highly and fully automated 
cars the human user becomes at least part of the time a mere passenger in the car. The car drives 
itself. In the latter case, it is clear that the responsibility for adequate control of the car has shifted 
from the human user to the machine. As a corollary, if it goes wrong and accidents happen caused 
by inadequate control of the car, it becomes very unlikely that the accident is attributable to a fault 
of the human user. It becomes more likely that the accident is attributable to the manufacturer of 
the car. So in highly and fully automated cars it appears that manufacturers run a higher risk of 
being held liable than in human driven cars.  What about partially automated cars? Here, the human 
driver has the final responsibility, much like in traditional cars that are operated by the human 
driver only. So, superficially, a manufacturer does not seem to run a higher risk of being held liable.  
But is that so? Operating a car is not the same as supervising the automated systems of a car. 
Operating the controls of a car requires active involvement of the human driver. The active 
involvement makes it easier for humans to concentrate and to keep concentrating. Supervising a 
system on the other hand is to a large extent passive and involves the risk that the human driver 
gets distracted from his task. If this proves to be true, manufacturers may have a responsibility in 
designing partial automation in such a way that this risk is minimised. This responsibility ɀ if it is 
not taken on adequately ɀ may translate into a higher liability risk compared to human operated 
cars. In conclusion, all forms of automation may lead to higher liability risks for manufacturers. This 
is particularly the case with higher and fully automated cars.  

Car manufacturers are well aware of this heightened liability risk.31 They are also aware 
that accidents with automated cars will attract much attention from the press. Negative comments 
in the press may damage the reputation of the manufacturer. In the presence of horrible pictures of 
a crashed automated car, it is difficult to defend oneself and the ensuing public discussion may be 
governed more by emotion than by rational argument. In the literatu re, it is contended that these 
Ȱmarket forcesȱ make product liability law superfluous.32 This however only applies when 
ÒÅÇÕÌÁÔÉÏÎ ÏÎ ÓÁÆÅÔÙ ÉÓ ÓÔÒÏÎÇȢ (Ï×ÅÖÅÒȟ ÂÅÌÏ× ÉÎ ÔÈÅ ÓÅÃÔÉÏÎ ÁÂÏÕÔ ȬÆÒÁÍÅ×ÏÒË ÃÏÎÄÉÔÉÏÎÓȭ ×Å ×ÉÌÌ 
see that certification authorities are struggling to determine the technical requirements that an 
automated car must meet in order for it to be roadworthy. Hence, strong administrative laws on 
safety are not to be expected in the short run and this leaves society to a larger extent reliant on 
product liability law.  

                                                             

31 Some authors do not see a large risk of a chilling effect of liability in Europe (van der Heijden, 2001, 
320-321).  

32 Poilinsky and Shavell, 2009. 
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A heightened liability risk (in the sense explained above) and the prospect of damage to the 
reputation, make manufacturers delay the introduction of automated technologies, using the extra 
time to make the technology a little bit safer. One could say that such a delay is not a bad thing. The 
automated cars entering the road will be safer than it would have been the case had they been 
introduced to the market earlier. But could it be that the introduct ion is delayed for too long? In 
fact, this argument can be made. To understand this, different stages in the development of the 
safety of automated cars need to be discerned. 

The state-of the art in safety can be described by comparing it with the safety that existing 
human driven cars offer. A first stage is the stage at which automated cars are statistically at least 
as safe as human driven cars. In this stage it is not the case that no accidents will happen that a 
good human driver could have avoided. It merely means that, statistically, automated cars cause 
fewer accidents than cars driven by humans (both in number and in severity). A more advanced 
stage in safety is reached when automated cars are at least as good as the best human driver. This 
does obviously not mean that no accidents with automated cars will happen. But the accidents that 
do happen would also have happened had the car been driven by a human, even if this human was 
the best driver that humanity has, as yet, produced. If the latter stage in safety is reached, 
manufacturers will feel comfortable to introduce automated technologies to the market. In fact, in 
this stage nobody could reasonably object to the introduction of automated technology on safety 
grounds. 

Rationally, it makes sense for society to introduce automated cars as soon as they are 
statistically safer than human drivers.33 The number of accidents will drop. However, 
manufacturers will be very hesitant about bringing a car that only meets this threshold to the 
market. It may cause accidents that a human driver may have been able to avoid. Arguing that 
automated cars are statistically safer against the backdrop of a recent accident involving an 
automated car where a human could have avoided the accident is an uphill battle. This is the type of 
publicity that car manufacturers can very well do without. 

Also, from a liability perspective such an accident may be risky. As we saw above, the 
standard for product liability is the safety that a person is entitled to expect. This is an open norm 
that needs to be filled in for automated cars. What safety could anybody (not just the user, but also 
other participants in the traffic) expect? Since there is no experience with automated cars an 
analogy with a product with which experience does exist needs to be found.  An obvious candidate 
for such a product is a human-driven car. It functions in the same environment as an automated car, 
it performs the same function as an automated car and apart from control aspects it is identical to 
an automated car.  So what could be the standard to apply when taking the human driven car as an 
analogy? The minimum standard is that an automated car should meet is that it is statistically at 
least as safe as non-automated car. The problem with this standard is that it is rather abstract. It is 
also difficult to ascertain whether a car meets this standard. This can be checked only through 
statistics that are built on large scale use. Therefore, it cannot be excluded that in legal practice a 
standard will be pushed forward that is easier to apply in an individual liability case. Such a 
standard could be that an automated car should be at least as good as an average or good human 
driver. With respect to concrete accidents, the simple question to be asked would be: would an 
average/ good human driver have been able to prevent this accident? The problem with such a non-

                                                             

33 Rationality is obviously not the only perspective by which the introduction of automated cars to 
the road may be judged. The ethical part of this deliverable addresses these other aspects. A societal 
discussion about the moment and conditions for introduction is needed. 
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statistical, human-based standard is that an automated car is different from a human being and fails 
in different respects than a human does. So it is very difficult to meet such a standard for makers of 
automated cars.34 Moreover, the standard has a simple argumentative appeal. How could one 
ÄÅÆÅÎÄ ÁÕÔÏÍÁÔÅÄ ÃÁÒÓ ÔÈÁÔ ÁÒÅ Ȱworseȱ than good human drivers? Car manufacturers are all too 
conscious of such a stringent criterion becoming the standard and the implication it could have for 
them.  

The safety a person is entitled to expect also depends on the presentation of the product 
(art. 6(1)  (a) Product Liability Directive).35 In the marketing of automated cars, the benefits and 
new uses of cars will probably be stressed. This will push the expectation with regard to safety that 
the automated car offers up. The justified expectations of the safety can be lowered by attaching 
disclaimers to the product. However, disclaimers cannot be used to lower the safety expectations of 
the public arbitrarily . 4ÈÅ $ÕÔÃÈ 3ÕÐÒÅÍÅ #ÏÕÒÔ ÆÏÕÎÄȡ ȬFor the answer to the question whether a 
warning can be considered to be an adequate measure for protection against a certain risk, it is of 
decisive relevance whether it can be expected that this warning will result in acts or omissions that 
avoid this risk.ȭ36 This was not decided in a case about product liability (but of liability of the 
manager of an airport decided under general Dutch tort law), but in the literature this finding is 
thought to be applicable to product liability as well.37 In other words, if it can be expected that 
people will ignore a disclaimer, then the disclaimer does not take away the defectiveness of the 
product. Disclaimers that are too artificial will not work. This presents society with an anomalous 
situation. If automated cars are statistically safer than human driven cars, society has good reason 
to allow automated cars to the road. However, for fear of liability or bad press, manufacturers do 
not want to run the risk to introduce automated cars until they meet a higher standard, such as: no 
accidents happen that a good (or the best) human driver could have prevented.38 So there is a delay 
in the introduction of automated cars that is purely down to liability law and fear for negative 
publicity.39 We call this the chilling effect of liability law (Calabresi & Bobbit, 1978).  

One proviso needs to be made at this point. In this text we look at safety only, other 
conditioÎÓ ÒÅÌÅÖÁÎÔ ÆÏÒ ÔÈÅ ÍÏÍÅÎÔ ÏÆ ÉÎÔÒÏÄÕÃÔÉÏÎ ÔÏ ÔÈÅ ÍÁÒËÅÔ ÁÒÅ ÃÏÎÓÉÄÅÒÅÄ ȬÃÅÔÅÒÉÓ ÐÁÒÉÂÕÓȭȢ 
These other conditions were not researched here and could very well pull the moment of 
introduction forward (such as competition between car manufacturers) or push the moment of 
introduction further into the future (e.g. motorists not feeling comfortable with automated 
vehicles).  

 

                                                             

34 ! ÖÁÒÉÁÎÔ ÏÎ 4ÕÒÉÎÇȭÓ ÉÍÉÔÁÔÉÏÎ ÃÏÕÌÄ ÔÅÓÔ ×ÈÅÔÈÅÒ ÍÁÎÕÆÁÃÔÕÒÅÒÓ ÈÁÖÅ ÒÅÁÃÈÅÄ ÔÈÉÓ ÓÔÁÇÅ ÁÎÄ ÇÉÖÅ 
scientific corroboration of the finding. 

35 Council Directive of 25 July 1985 on the approximation of the laws, regulations and administrative 
provisions of the Member States concerning liability for defective products, 85/374/EEC, OJ L 210, 7.8.1985, 
29. 

36 Unofficial translation of the Dutch text: 'Voor het antwoord op de vraag of een waarschuwing kan 
worden beschouwd als een afdoende maatregel met het oog op bescherming tegen een bepaald gevaar, is van 
doorslaggevende betekenis of te verwachten valt dat deze waarschuwing zal leiden tot een handelen of 
nalaten waardoor dit gevaar wordt vermeden. Source: HR 28 mei 2004, NJ 2005, 105 (Jetblast). 

37 Pape, 2009. 
38 See report of the stakeholder meeting of 29 October 2013 in Munich. 
39 For U.S, law see Fagnant & Kockelman, 2013, 12. 
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How to dampen chilling effects? 

The foregoing raises the question how the chilling effect of liability law can be dampened 
without compromising the functions of liability law (as described above).   

Assumptions and framework conditions 

We make a number of assumptions: 1. Automated cars will only be introduced to the market 
if they are statistically safer than cars driven by humans.  2. It is ÉÎ ÔÈÅ ÍÏÔÏÒ ÉÎÓÕÒÅÒÓȭ ÉÎÔÅÒÅÓÔ ÔÈÁÔ 
the number and severity of accidents is reduced. In addition we hold on to a number of framework 
conditions: the two functions of liability law stay in place and liability for accidents with automated 
cars should not reduce the usability of these cars to certain territories within the EU. These 
assumptions and framework conditions are elaborated below.  

Assumption 1: Automated cars are statistically safer than cars driven by humans.  

Why is it reasonable to make this assumption? Above we saw that society is most probably 
not willing to make a rearward step in safety with the introduction of automated cars. 
Manufacturers do not want to make such a step either. But what assurances can we have that the 
cars are not introduced on the road before they reach this level of safety? In the solution sketched 
below, manufacturers are not shielded from liability altogether. If a manufacturer nonetheless 
makes a rearward step in safety, the incentive and corrective function of liability law are still in 
place. Hence, there is a good reason to expect that manufacturers only introduce Ȱsafeȱ automated 
cars to the road. Where this is not the case, it is expected that corrective action on the basis of 
liability law can be taken.   

That being said, it is not immediately clear what it means for automated cars to be 
statistically safer than cars driven by humans. A first indication that this is the case is that insurers 
pay out less in compensation for accidents involving automated cars per kilometre driven in such a 
car (than for accidents with purely human driven cars). Such a financial indicator may point either 
to a reduced number of accidents or to a reduced severity of accidents. However, it is possible that a 
lower total amount in compensation is the consequence of fewer but more severe accidents. It is 
also possible that it is the consequence of many mÏÒÅ ÂÕÔ ÌÅÓÓ ÓÅÖÅÒÅ ÁÃÃÉÄÅÎÔÓȢ ȰSocietyȱ may have 
its views on how to assess such situations. More severe accidents may be deemed unacceptable 
even if their number is very low and the total amount of damages drops. It may also be that the 
amount paid in compensation is not an adequate indicator of the severity of an accident. In such 
cases, the financial indicator needs to be corrected. This once again stresses the importance of a 
public discussion about the admission of automated cars to the road and the implications this has. 
In conclusion, we assume that a reduction in the Ȱper kilometreȱ payout by insurers should be the 
minimum result of the introduction of automated cars. Perhaps public discussion about the 
moment of introduction will require more (such as less severe accidents leading to permanent 
invalidity). It is up to society to decide which level and type of safety it deems acceptable.    

Assumption 2: Insurers have an interest in accident reduction.  

For a reduction of the chilling effect that product liability has on manufacturers, it will prove 
relevant that insurers have an interest in reducing the number and severity of accidents. However, 
insurance companies may not be interested in a reduction of accidents under all circumstances. The 
position insurers take may depend on many factors. 
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One such factor may be the competitiveness of the insurance market. If the insurance 
market is competitive and individual insurers cannot increase the premiums they charge to their 
customers, they are from an economic perspective interested in reducing the number of accidents 
and the compensations they have to pay out. Reduction in payout is then a way to maximise profit. 
If, however, the insurance market is not competitive, insurers may increase premiums to 
compensate for greater payouts. In such a non-competitive market, a greater volume of damages 
may actually be an attractive scenario for insurers, since it increases turnover and profit. From an 
economic perspective, there may then be little reason not to hold manufacturers liable on the basis 
of product liability.  

Another factor may be the sense of societal responsibility insurers feel. A highly developed 
feeling of societal responsibility may make an insurer more inclined to make decisions that are 
conducive to more safety on the road. Yet another factor may be the public opinion about insurers. 
Since the economic crisis of 2008 the financial sector has been subject to an increasingly intense 
public scrutiny. This may also provide a push in the right direction. Whether these effects 
materialise and how big they are cannot be determined without empirical research. 

Below it will appear important that the interests of insurers be aligned with interests of 
Ȱsocietyȱ. Although nothing definitive can be said here, there is no reason to be overly pessimistic in 
this respect. Nonetheless, it is outside the ambit of this research to precisely determine the position 
insurers will take and the factors that are of influence. Additional empirical research is needed. If 
and when necessary the competitiveness of the insurance market needs to be assured.  

Framework condition: hold on to the functions of liability law. 

As stated above, the functions of liability law are the incentive and corrective function and 
the compensation function. The provision of compensation to the victim is an important element to 
be included. If compensation to the victim is not guaranteed, the stakes in disputes ensuing from 
accidents with automated cars will be very high and victims will pursue compensation with more 
zeal. This would only enhance chilling effects. We choose not to do away with the incentive and 
corrective function since it must be possible to act against manufacturers that deliver unsafe cars, 
even if these cars comply with all the formal standards about roadworthiness. This is also in 
accordance with statements by a representative of major car manufacturer in our stakeholder 
meeting that it will assume complete liability when necessary. Another important reason to hold on 
to these functions is that the state-of-the-art is not yet able to deliver sufficient safety for all traffic 
situations in which an automated car might find itself. This might not be a conclusive argument if 
we had rules about roadworthiness that precisely prescribe what safety an automated car must 
provide. The reality, however, is that certification authorities are, at the moment, far from able to 
specify the requirements that an automated car must meet to be roadworthy. 

Framework condition: an EU-wide solution 

A solution to the liability for accidents with automated cars should be EU-wide in the sense 
that it is relevant that the users of automated cars can use their cars throughout the EU and are not 
limited to their own country or a limited number of countries within the EU. If type approval of 
automated technology is harmonised throughout the EU, it is at least legal to use the type-approved 
technology in all member states. If there is no harmonised type approval, Member States would still 
be bound by the free movement of goods, but the free movement of goods is not unrestricted. The 
TFEU does allow for prohibitions justified on grounds of public morality, public policy or public 
security, the protection of health and life of humans, animals or plants, or the protection of 
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industrial and commercial property, as well as other mandatory requirements recognised by the 
Court of Justice (e.g. protection of the environment). Such prohibitions must, however, be 
proportionate and must not amount to arbitrary discrimination or a disguised restriction on trade 
between Member States. 

Reduction of the chilling effects of product liability 

The challenge is to provide a system in which the manufacturer is not overexposed to 
liability (this would lead to a chilling effect on innovation) but also not underexposed (this would 
undermine the functions of liability law, namely the prevention of accidents and compensation to 
the victim).  

Insurance provides part of the solution. It ensures that the victim is being compensated. But 
it leaves two other elements to be dealt with. First, it is unclear whether insurers will be prepared 
to insure automated vehicles40 and, second, it is not so clear how insurance affects manufacturers: 
will it lead to overexposure to liability if the insurer takes over the claim that the victim held or 
underexposure if no recourse against the manufacturer can be had?  

For the first element, the two assumptions that we made above come into play. If automated 
cars are only introduced when they are statistically safer than present cars and if insurers have an 
interest in a reduction of accidents, then we can be reasonably optimistic that insurers will want to 
insure automated cars. It is then in their interest to stimulate the manufacture and use of 
automated vehicles. 

But how should we think about the second element? If insurers have no recourse against 
manufacturers, the incentive and corrective function of liability are no longer effective. Hence some 
recourse against manufacturers is needed. But how can we create the right incentive? Here the 
second assumption comes into play. If insurers are interested in a reduction of accidents, they may 
make judicious use of their power to take recourse against the manufacturer. It diminishes their 
interest in pursuing manufacturers that conscientiously build automated cars, but are struck by bad 
luck. They are the manufacturers of the cars that reduce the number of accidents overall. Insurers 
do have an interest in taking action against manufacturers that deliver sub-standard automated 
cars.  

In short, insurance reduces the chilling effect product liability may have on manufacturers 
in the following way. 

[1]  The victim is compensated by the insurer. 

[2]  The insurer benefits from robotic driving (fewer accidents) and therefore has an 
interest in manufacturers continuing to build robotic cars. This diminishes the incentive 
to sue the manufacturer for accidents, the prevention of which is beyond the state-of-
the-art or to otherwise pursue compensation where this would drive manufacturers 
ȬÏÖÅÒ ÔÈÅ ÃÌÉÆÆȭȢ 4ÈÉÓ ÉÓ ÏÆ ÃÏÕÒÓÅ ÎÏ ÈÁÒÄ ÇÕÁÒÁÎÔÅÅȢ )ÎÄÉÖÉÄÕÁÌ ÉÎÓÕÒÅÒÓ ÍÁÙ ÓÔÉÌÌ ÅØÈÉÂÉÔ 
opportunistic behaviour and sue manufacturers in the prospect of a payout. The 
proposed solution should be seen as an attempt to contain the problem and not as a 

                                                             

40 In Italy, traffic-insurers are obliged to accept new customers; however, there are other Member 
States (e.g. the Netherlands) where insurers are allowed to decline applications for traffic insurance. 
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hard guarantee against chilling actions. A quantification of the effect of the solution 
cannot be given here. This requires empirical research.  

[3]  The insurer, not the victim, is a party to a possible legal dispute. This takes the emotion 
out of the case. 

 At the same time the incentive and corrective functions of liability law are retained.  

Type of insurance and underlying law 

The way in which liability law is given shape in a jurisdiction indicates what type of 
insurance covers damages caused by automated cars. There are different variants in place. Many 
countries have special rules about the liability of the driver of a vehicle, combined with a legal duty 
to take insurance coverage. Second, the holder of the license to a vehicle can be subject to liability 
and to a duty to insure. The conditions vary per country. Third, traffic accidents may be largely 
withdrawn from the field of liability and be covered by first-party insurance. This model is adopted 
in Sweden.  

Liability of the driver  

There are different systems for attributing liability to a driver. Liability attribution s may be 
based on a fault of the driver or on the ground that it is in the societal setting at hand reasonable 
that the driver carries the burden of liability. The legislator may deem no-fault liability of the driver 
reasonable because driving a car introduces a risk in society or because the driver is obligatorily 
insured. These ways of attribution are often called fault-based and risk-based, respectively. There 
are clear differences between the legal systems in Europe. In the UK, the liability of the driver is 
fault-based.41 In Germany the driver is assumed to be at fault, unless she can prove otherwise 
(Gasser, 2012: 19).42 In France, the liability of the driver is risk-based (Giesen, 2001: 136). Both 
fault-based and risk-based system could be considered for automated cars with medium to high 
automation. However, driver-based liability may become problematic since the role of the human 
driver is decreasing and in the long run the human driver may be taken out of the loop altogether. 
Therefore, we will concentrate further on the two other systems: liability of the license holder and 
resolution outside the realm of liability law. 

Traffic insurance 

This is a system used in Sweden. It is here described in very broad lines. Indemnification of 
the victim is the starting point of the system. The victim of a traffic accident is compensated by a 
ȬÆÉÒÓÔ ÐÁÒÔÙȭ ÉÎÓÕÒÅÒȟ ÉȢÅȢ ÉÎÓÕÒÁÎÃÅ ÁÇÁÉÎÓÔ ÄÁÍÁÇÅȟ ÎÏÔ ÌÉÁÂÉÌÉÔÙ ɉ(ÅÌÌÎÅÒȟ ςππρȡ ςυχɊȢ 0ÅÒÓÏÎÓ 
travelling in a motor vehicle typically claim under the insurance of that motor vehicle. Persons not 
travelling in a motor vehicle typically claim with the insurance of the motor vehicle that is involved 
in the accident. Liability need not be established (von Bar 2009: 716). The motor vehicle insurance 
is obligatory. The advantages of the system are that victims are compensated more 
comprehensively. At the same time, some costs are saved because there is no need to determine 
who is liable for the accident, which might be complicated. A traffic insurer may however try to 
reclaim its costs with the traffic insurer of the motorist responsible for the accident. The Swedish 

                                                             

41 Wing v. L.G.O.C. [1909] 2 K.B. 652. 
42 § 18 Abs. 1 S. 2 StVG. 
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model has some drawbacks. The following can be mentioned. First, the cost of insurance is borne by 
the victim, not by the tortfeasor. In Sweden, this drawback is mitigated through an elaborate 
system of social insurance that bears many of the costs associated with accidents. Social insurers 
cannot reclaim the costs with traffic insurers (Hellner, 1986: 631). Second, since the system is not 
based on liability, the incentive and corrective functions of liability law are absent. This is 
somewhat mitigated through higher insurance premiums for accident-prone vehicles (such as 
heavy motor cycles), which makes these vehicles less attractive. Third, the system may be more 
expensive, since it is easier to claim compensation.43 However, this effect ɀ if it occurs at all ɀ is 
counterbalanced by diminished legal expenses. It is not completely clear what the net effect is 
(more expensive or not?) or how you should value a possible higher expense: more compensation 
to the victim and reduced legal expenses are in themselves no bad things and may even be worth a 
little extra cost.  

What could this system mean for automated cars? A switch in other EU Member States to 
the Swedish model for all traffic accidents (also those involving non-automated cars) may be an 
option. But it is beyond this project to discuss this. Instead, this report is restricted to the question 
whether other countries could adopt the Swedish model for automated cars only? Assuming that 
there is a definition of what an automated car is (as discussed above) this may be possible. In 
Sweden, a victim of a traffic accident may still choose to hold the tortfeasor liable. However, the 
route via the first-party insurer is so much easier that the liability route is hardly ever chosen (von 
Bar 2001: 716). Therefore, it might be possible to put the Swedish system on top of a liability 
system. This would mean that a Sweden-type first -party insurance would be made mandatory for 
automated cars. A practical problem would probably be that this would make insurance for 
automated cars more expensive.44 First, just like in Sweden, this insurance would attract many 
claims since it is an easier route for victims of accidents. Second, other countries beside Sweden 
may have a less elaborate system of social insurance, thus leaving more costs to be covered by the 
traffic insurance. A higher premium may have negative effects on the success of automated cars in 
the market. It may also be hard to justify that automated cars attract higher insurance premiums if 
they are supposed to be safer than human driven cars (as per first assumption). On the pro side, the 
loss of the incentive and corrective function with regard to the driver or user of an automated car is 
not so grave: the role of the driver/user is decreasing anyway with increasing automation. The 
traffic insurer may be given the chance to have recourse against the manufacturer. 

Liability of the holder of the license to the vehicle 

This is a liability of the holder of the license to the vehicle. He may be liable even if he is not 
the driver of the car at the moment an accident occurs. This is a type of liability with a strong risk 
element. That does not mean that a holder cannot make relevant faults. It would, for example, be 
the holderȭÓ ÆÁÕÌÔ ÔÏ allow somebody who is clearly unable to drive to use the car. The holder is, 
however, also liable where he has not committed any fault. Typically, the idea behind this type of 
liability is that  by putting a car on the road the holder introduces a source of danger into society. If 
and when this danger materialises, it is reasonable that he carries the cost of the accident. To 
protect the holder against claims he cannot pay, there is mostly a duty to insure against the liability 
risk he runs.   

                                                             

43 See, for example, the US experience with no-fault-insurance : RAND, What Happened to No-Fault 
Automobile Insurance? http://www.rand.org/pubs/research_briefs/RB9505/index1.html  . 

44 See, for example, the US experience with no-fault-insurance : RAND, What Happened to No-Fault 
Automobile Insurance? http://www.rand.org/pubs/research_briefs/RB9505/index1.html  . 

http://www.rand.org/pubs/research_briefs/RB9505/index1.html
http://www.rand.org/pubs/research_briefs/RB9505/index1.html
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An ÅØÁÍÐÌÅ ÉÓ ÔÈÅ 'ÅÒÍÁÎ ȰHalterhaftungȱ (liability of the vehicle-license holder). If the 
Ȱ"ÅÔÒÉÅÂȱ (operation) of the car causes damage, the holder of the vehicle is liable and no further 
conditions needing to be fulfilled for this rule to apply (art. 7 StVG). The damage is covered by the 
insurance that the holder is required to have. In the Netherlands, the owner or holder of a vehicle is 
liable if the vehicle is involved in an accident and damage is done to persons or objects other than 
those riding  the vehicle. There is an exception for force majeure, making this strictly speaking a 
form of with -fault liability. But since force majeure is difficult to establish the result comes close to 
risk-based liability (Giesen, 2001: 131). An important exception is that the owner or holder is not 
liable for damage done to free walking animals, another motor vehicle or people or objects 
transported by that other vehicle (art. 185.3 WVW). In essence, this provides strong protection for 
weaker participants in traffic, such as pedestrians and bicyclists. In France, liability for traffic 
accidents has been ÇÏÖÅÒÎÅÄ ÂÙ ÔÈÅ ȰLoi Badinterȱ since 1985. It established a risk-based liability 
ÆÏÒ ÔÈÅ ÄÒÉÖÅÒ ÏÒ ȬÇuardiaÎȭ ÏÆ Á ÍÏÔÏÒ ÖÅÈÉÃÌÅ ÆÏÒ ÔÒÁÆÆÉÃ ÁÃÃÉÄÅÎÔÓ ɉÁÃÃÉÄÅÎÔÓ ÄÅ ÌÁ ÃÉÒÃÕÌÁÔÉÏÎɊ ÉÎ 
which the motor vehicle waÓ ÉÎÖÏÌÖÅÄ ÂÙ ×ÁÙ ÏÆ Ȱimplicationȱ (Sterk, 1994: 51).  

What is the potential benefit of liability of the holder of the license to the vehicle and the 
duty to insure for automated cars? The advantages of this type of liability and obligatory insurance 
are as follows: 1. It prevents discussion about who is driving: man or machine? So it has a strong 
element of technology-independence. 2. Insurance against liability is obligatory, leading to a large 
majority of all cars being insured. Where holders ɀ contrary to their obligation/duty ɀ are not 
insured, there are funds that compensate victims. 3. This type of liability already exists in Germany 
and many other states and does not necessitate the introduction of something radically new.  

The challenges this solution leaves open are: 1. Not all Member States of the EU have a 
system where the vehicle holder liable and, as is apparent from what has been said above, the 
conditions diverge. 2. The damage to the user of the vehicle causing the accident is not covered. In 
ÔÈÅ ÃÁÓÅ ÏÆ Á Ȱone sidedȱ accident, there may for example be nobody to hold liable. These challenges 
are elaborated upon below. 

Diverging rules about liability of the vehicle holder  

If the liability of the holder in combination with the obligatory insurance is to give 
comprehensive protection to victims of automated cars, some form of harmonisation is needed. For 
example, the rules in the Netherlands do not cover the situation where two cars collide. This does of 
course not mean that there is no liability of any person. There is a fall-back on the normal rules of 
liability, such as the with-fault liability of the driver or product liability of the manufacturer. But 
these options are more cumbersome for the victim, may be difficult to apply to some automated 
ÃÁÒÓ ɉÄÒÉÖÅÒȭÓ ÌÉÁÂÉÌÉÔÙɊ ÁÎÄ ÍÁÙ ÉÎÖÉÔÅ Á ÃÈÉÌÌÉÎÇ ÅÆÆÅÃÔ ÏÆ ÌÉÁÂÉÌÉÔÙ ÌÁ× ÏÎ ÉÎÎÏÖÁÔÉÏÎ ÂÙ ÔÈÅ 
manufacturer (product liability). To take away uncertainties about liability risks run by 
manufacturers and to give equivalent protection to victims of accidents with automated cars some 
form of harmonisation would be needed. 

Insufficient coverage 

The liability of the vehicle holder may not cover all damages. For example, if the holder is 
driving himself and suffers damages, these are not compensated. The vehicle holder cannot hold 
himself liable. If the victim has first-party-insurance (in addition to his insurance against liability) 
he may claim his damage under that insurance. Such insurance is generally not obligatory and many 
drivers do not have such insurance. In the absence of insurance against damage the victim may seek 
direct recourse to contractual or product liability of the manufacturer of an automated car.  
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One option could be to leave this as it is. It is then up to the holder of the vehicle to decide 
whether he seeks voluntary insurance cover. For the manufacturer this may be considered a 
residual liability risk that may not have an appreciable influence on innovation. The other option is 
to close the gap by requiring mandatory insurance for damage that is not covered by liability. The 
latter choice will bring the system closer to the Swedish model in terms of victim protection, 
insurance coverage and costs. 

4.4 Recommendations 

If a chilling effect as a consequence of product liability cases is to be avoided, we need a 
system that allows a victim to obtain a sufficient compensation more easily through insurance than 
through product liability. This is certainly the case under the Swedish model and probably also 
under an obligatory and comprehensive third party liability scheme where the holder is liable on a 
no-fault basis. 

At present, there are, however, large differences between EU Member States, with respect to 
traffic liability and insurance. If this leads to differential exposure of automated car manufacturers 
to product liability, there is a reason to harmonise traffic liability and insurance law. Whether such 
harmonisation should be inspired by the Swedish model or the more conventional liability of the 
holder of a vehicle cannot be determined here. The Swedish model gives more comprehensive 
protection to the victim and is easier in its administration. Further research would be needed to see 
whether it is more expensive. A system of liability of the holder is much closer to what many 
Member States already have in place, but it is still far from harmonised.  

The legal analysis gives rise to the following recommendations for policy makers: 

(1)  There is a need for a public discussion about the safety society expects from automated 
cars. The outcomes of such discussion could make it easier to decide on the moment 
these cars or certain features can be introduced to the market.  

(2)  There is a need for research into the position of insurers with respect to automated cars 
with special emphasis on the question whether the interests of insurers are aligned with 
the values and interests held by society. In particular, it should be researched how 
conditions can be created to (make and) keep the insurance market competitive. 

(3)  In order to reduce chilling effects of product liability on innovation in the field of 
automated cars, it is recommended to ɀ softly ɀ separate the compensation function of 
liability law from its accident prevention function. Victims are compensated by insurers 
(compensation function) and insurers decide whether to claim product liability based 
on a rational assessment of what is necessary for accident reduction (accident 
prevention function). 

(4)  The Swedish model of traffic insurance is a promising model for compensation of 
victims of automated car accidents. Further research is advised in order to establish to 
what extent the model does (or does not) build on specific characteristics of Sweden 
(e.g. elaborate system of social security), what the financial implications of a broader 
(EU-wide?) introduction would be (more or less expensive?) and whether it could be 
introduced for one category of vehicles (viz. automated cars) only. 

(5)  It is relevant to monitor whether the differences in traffic liability and insurance 
amongst the Member States of the EU and differences in the compensations victims 
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receive under these systems lead to differential exposure of manufacturers to product 
liability.  

A n n e x  1  

This annex sets out a number of definitions devised by states that allow automated cars on 
the road.  

The State ÏÆ .ÅÖÁÄÁ ÉÎÔÅÒÐÒÅÔÓ ȬÔÈÅ ÔÅÒÍ ȰÁÕÔÏÎÏÍÏÕÓ ÖÅÈÉÃÌÅȱ ÔÏ ÅØÃÌÕÄÅ Á ÖÅÈÉÃÌÅ ÅÎÁÂÌÅÄ 
with a safety system or driver assistance system, including, without limitation, a system to provide 
electronic blind spot assistance, crash avoidance, emergency braking, parking assistance, adaptive 
cruise control, lane keep assistance, lane departure warnings and traffic jam and queuing 
assistance, unless the vehicle is also enabled with artificial intelligence and technology that allows 
the vehicle to carry out all the mechanical operations of driving without the active control or 
continuous monitoring of a natural person.ȭ45  

In California, an autonomous ÖÅÈÉÃÌÅ ÉÓ ÄÅÆÉÎÅÄ ÁÓ ÆÏÌÌÏ×Óȡ Ȱ!ÕÔÏÎÏÍÏÕÓ ÖÅÈÉÃÌÅȱ ÍÅÁÎÓ ÁÎÙ 
vehicle equipped with technology that has the capability of operating or driving the vehicle without 
the active physical control or monitoring of a natural person , whether or not the technology is 
engaged, excluding vehicles equipped with one or more systems that enhance safety or provide 
driver assistance but are not capable of driving or operating the vehicle without the active physical 
control or monitoring of a natural person.46  

In Michigan, an autonomous vehicle is defined as followÓȡ Ȭ3ÅÃȢ ςÂȢ ɉρɊ Ȱ!ÕÔÏÍÁÔÅÄ ÍÏÔÏÒ 
ÖÅÈÉÃÌÅȱ ÍÅÁÎÓ Á ÍÏÔÏÒ ÖÅÈÉÃÌÅ ÏÎ ×ÈÉÃÈ ÁÕÔÏÍÁted technology has been installed, either by a 
manufacturer of automated technology or an upfitter that enables the motor vehicle to be operated 
without any control or monitoring by a human operator. Automated motor vehicle does not include 
a motor vehicle enabled with 1 or more active safety systems or operator assistance systems, 
including, but not limited to, a system to provide electronic blind spot assistance, crash avoidance, 
emergency braking, parking assistance, adaptive cruise control, laneΆkeeping assistance, lane 
departure warning, or traffic jam and queuing assistance, unless 1 or more of these technologies 
alone or in combination with other systems enable the vehicle on which the technology is installed 
to operate without any control or monitoring by an operator.ȭ47  

In Florida, an autonomous vehicle is defined as follows: (90) AUTONOMOUS VEHICLE.ɂ
!ÎÙ ÖÅÈÉÃÌÅ ÅÑÕÉÐÐÅÄ ×ÉÔÈ ÁÕÔÏÎÏÍÏÕÓ ÔÅÃÈÎÏÌÏÇÙȢ 4ÈÅ ÔÅÒÍ ȰÁÕÔÏÎÏÍÏÕÓ ÔÅÃÈÎÏÌÏÇÙȱ ÍÅÁÎÓ 
technology installed on a motor vehicle that has the capability to drive the vehicle on which the 
technology is installed without the active control or monitoring by a human operator. The term 
excludes a motor vehicle enabled with active safety systems or driver assistance systems, including, 
without limitation, a system to provide electronic blind spot assistance, crash avoidance, 

                                                             

45  NAC 482A.010 Ȱ!ÕÔÏÎÏÍÏÕÓ ÖÅÈÉÃÌÅȱ ÉÎÔÅÒÐÒÅÔÅÄȢ Available at: 
http://www.leg.state.nv.us/NAC/NAC-482A.html  

46 Par 227.02 sub b. Cal. Vehicle Code (?), available at: 
http://ap ps.dmv.ca.gov/about/lad/pdfs/auto_veh2/adopted_txt.pdf  

47 Available at: http://www.legislature.mi.gov/documents/2013 -2014/publicact/htm/2013 -PA-
0231.htm 

http://www.leg.state.nv.us/NAC/NAC-482A.html
http://apps.dmv.ca.gov/about/lad/pdfs/auto_veh2/adopted_txt.pdf
http://www.legislature.mi.gov/documents/2013-2014/publicact/htm/2013-PA-0231.htm
http://www.legislature.mi.gov/documents/2013-2014/publicact/htm/2013-PA-0231.htm
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emergency braking, parking assistance, adaptive cruise control, lane keep assistance, lane 
departure warning, or traffic jam and queuing assistant, unless any such system alone or in 
combination with other systems enables the vehicle on which the technology is installed to drive 
without the active control or monitoring by a human operator.48    
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3 .   #ÏÍÐÕÔÅÒ ÉÎÔÅÇÒÁÔÅÄ ÓÕÒÇÉÃÁÌ ÓÙÓÔÅÍÓ* 

 

                                                             

* This chapter has been written with contributions by: Erica Palmerini (§ 1); F. Azzarri (§§ 2.1, 2.2); 
Fiorella Battaglia and Nikil Mukerji (§§ 3.1-3.5); Federico Azzarri and Andrea Bertolini (§§ 4.1-4.8). This 
chapter takes advantage of the results obtained in the following activities: RoboLaw 2nd Stakeholder 
Meeting, 29 October 2013, University of Munich (Germany); round-table experts, 15 January 2014, Pisa at 
Endocas (Center for computer-assisted surgery http://www.endocas.org), University of Pisa (Prof. Franco 
Mosca, Prof. Ugo Boggi) and the interview with Dr. Fabio Vistoli and direct experience performed at the da 
Vinci Skills Simulator, 8 March 2014, University of Pisa (Italy). 
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1 .  I n t r o d u c t i o n  

The spread of computer-assisted surgery, favoured by instruments which allow to 
overcome significant limits of the traditional laparoscopic surgery, points to this field as a crucial 
area to investigate within RoboLaw. 

Surgical robots offer the opportunity to complement the action of human surgeons, 
providing it with greater strength, efficacy, precision and also reducing morbidity rates. By coupling 
human abilities with computer -based technology, they allow to implement an optimized 
interventional plan, that is produced combining statistical information and pre-operative patient-
specific information, and then it is registered to the actual patient, and, in case it is necessary, 
updated in the operating room. 

The planned procedure is carried out with the assistance of the robot, and it is constantly 
updated through additional imaging and sensing. After its completion, further imaging and data are 
collected and retained for the patient follow-up phase, but also for analysis and assessment in order 
to improve methods and procedures. 

The advantages of such computer-integrated surgical systems have been widely highlighted, 
and can be summarized as follows:  

¶ Improve the technical capability of the surgeon by augmenting the precision and 
geometrical accuracy of the intervention, and eliminating possible cause of 
perturbation like hand tremor;  

¶ Allow less invasive procedures while guaranteeing the immediacy and dexterity of 
open surgery through real-time image feedback; 

¶ Promote surgical safety through virtual barriers in order to prevent the surgeon, 
×ÈÏ ÉÓ ÍÁÎÅÕÖÅÒÉÎÇ ÔÈÅ ÒÏÂÏÔȭÓ ÓÕÒÇÉÃÁÌ ÔÏÏÌȟ ÆÒÏÍ ÉÎÁÄÖÅÒÔÅÎÔÌÙ ÃÁÕÓÉÎÇ ÄÁÍÁÇÅÓȠ  

¶ Enhance the follow-up phase and facilitate subsequent clinical research thanks to 
the detailed quality and quantity of data collected during the procedures and 
retained for future analysis; 

¶ Possibly reduce the costs of interventions, by reducing healing time (therefore 
shortening hospital stays) and the need for surgical revision due to greater technical 
accuracy of the performed operations; 

¶ Being apt for remote surgery, therefore allowing to perform operations in hostile 
ÅÎÖÉÒÏÎÍÅÎÔÓȟ ÅȢÇȢ ÉÎ ÏÒÄÅÒ ÔÏ ÁÖÏÉÄ ÔÈÅ ÓÕÒÇÅÏÎȭÓ ÅØÐÏÓÕÒÅ ÔÏ 8-ray, in the 
battlefield, in space etc. 

In turn, the main drawbacks of robotics surgery are identified in the lack of haptic feedback, 
which is of crucial importance for appreciating the force exerted by the surgical tools on the 
ÐÁÔÉÅÎÔȭÓ ÔÉÓÓÕÅȟ ÁÎÄ ÆÏÒ ÔÉÓÓÕÅ ÉÄÅÎtification, e.g. for assessing tissue viability, detecting hidden 
blood vessels or distinguishing normal tissues from cancerous tissue. This current limit is being 
addressed by ongoing research trying to integrate sensors into the surgical instruments and 
improve methods to convey the sensed information to the surgeon. 

Other downsides are the costs for both the initial purchase and maintenance, and difficulties 
related to the introduction of computer-integrated surgical system in the operating room, that has 
to be rearranged around a separate master console and slave robots. This is especially true for tele-
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operated systems, less so for hands-on control that requires less hardware and can be easier to 
introduce into existing surgical settings. At the same time, hands-on control is incompatible with 
any degree of remoteness between the surgeon and the surgical instruments. In order to overcome 
other constraints of the traditional techniques, like the difficulty of reaching surgical sites inside the 
body and positioning the tools effectively, other devices like semi-autonomously moving robots, e.g. 
for epicardial or endoluminal applications, have been developed. 

2 .  T e c h n o l o g i c a l  Ov e r v i e w  

Robots have entered the field of diagnosis, therapy and surgery quite recently, but 
nowadays they are quite spread in the healthcare systems: voice-activated robotic arms routinely 
manoeuvre endoscopic cameras, and complex master slave robotic systems are currently FDA 
approved, marketed, and used for a variety of procedures.1 

When illustrating the appearance of robots in diagnostic and therapeutic procedures, two 
aspects have to be considered: 1) robots have been introduced essentially for improving the quality 
and precision of surgical procedures; 2) the initial evolution of robots in surgery is strictly related 
ÔÏ ÔÈÅ ÂÉÒÔÈ ÁÎÄ ÅÖÏÌÕÔÉÏÎ ÏÆ -ÉÎÉÍÁÌÌÙ )ÎÖÁÓÉÖÅ 3ÕÒÇÅÒÙ ɉ-)3Ɋ ÉÎ ÔÈÅ ψπȭÓȢ -)3 ÃÏÎÓÉÓÔÓ ÉÎ ÅØÅÃÕÔÉÎÇ 
surgical operations without a direct vision of the surgical environment and a direct manipulation of 
tissues: a few small incisions are performed in the patient, a couple of long instruments are 
introduced through them and the internal scenario is monitored by a laparoscope, that is, a vision 
system also introduced through a small incision. MIS advantages are basically related to reduced 
risk of infections, reduced cost of hospitalization and reduced convalescence (Kim et al., 2002; 
Fuchs, 2002). On the other hand, MIS introduces many technical limitations for surgeons (e.g. loss 
of haptic feedback, unnatural hand-eye coordination, limited dexterity, loss of direct 3D depth 
perception, counterintuitive motion of instruments due to the fulcrum effect) that can be partially 
addressed and solved by robotic technologies. 

Alongside the introduction of laparoscopy, the first real robot was employed in surgery: the 
industrial robot Unimation Puma 200 was employed in 1985 to perform neurosurgical biopsies 
with high precision and without using traditional stereotactic frames (Kwoh, et al., 1988). Once the 
target area of the brain was identified on the computer tomography picture, a simple command 
allowed the robot to move to a position so that the end-effector probe guide pointed towards the 
target. This resulted in a faster procedure than the one performed with a manually adjustable 
frame. However, the most important advantages were the improved accuracy, which could be 
reached by properly calibrating the robot, and the full interface between the CT scanner and the 
robot driving the probe. 

Around 1990, researchers understood the potential of robots in orthopedic surgery. In 
principle, since bones are more rigid than other organs (such as brain, prostate, etc.), the accuracy 
of robots is transferred entirely to the surgical tasks, thus opening the possibility to achieve a 
previously never met precision in orthopedic surgery. The ROBODOC robot from Integrated 
Surgical Systems was introduced clinically in 1992 to mill out precise fittings in the femur for hip 
replacement. ROBODOC showed superior performance in cutting the desired shape of the bone to 
host the customized implant while monitoring cutting forces, bone motion and other safety sensors. 

                                                             

1 A detailed overview is offered by Menciassi & Laschi (2012). 
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ROBODOC was the first surgical robot finally approved by the FDA. 

)Î ÔÈÅ ωπȭÓ ÔÈÅ ÓÃÅÎÁÒÉÏ ÏÆ ÓÕÒÇÉÃÁÌ ÒÏÂÏÔÓ ÂÅÃÁÍÅ ÍÏÒÅ ÄÉÖÅÒÓÉÆÉÅÄ ÁÎÄ ÓÅÖÅÒÁÌ 
classifications of robots were introduced based on their application, level of autonomy, core 
technology etc. A general trend in the last decade has shown the integration of compact 
miniaturization techniques into surgical robots, in order to improve the performance of traditional 
hand-held tools and to generate robots purposely designed for specific tasks in surgery. 

A paradigmatic example is offered by the AESOP (Automated Endoscopic System for 
Optimal Positioning) robot produced by Computer Motion Inc. which obtained FDA clearance in 
1994. AESOP is a robotic arm that is not intended to perform a surgical task; its purpose is to 
ÃÏÏÐÅÒÁÔÅ ×ÉÔÈ ÔÈÅ ÓÕÒÇÅÏÎ ÉÎ ÈÏÌÄÉÎÇ ÔÈÅ ÌÁÐÁÒÏÓÃÏÐÉÃ ÃÁÍÅÒÁ ÁÎÄ ÕÎÄÅÒÓÔÁÎÄÉÎÇ ÔÈÅ ÓÕÒÇÅÏÎȭÓ 
intentions in a natural way. Precision, accuracy, fast response time for the robotic arm are still 
required but these features come together with technology for voice control or for smooth 
displacement. 

The core technologies of AESOP, as the core technologies of the more famous da Vinci 
telesurgery robot, were nurtured - partially or entirely - at the National Air and Space 
Administration (NASA) Ames Research Center that started a program on virtual reality 
ÔÅÌÅÐÒÅÓÅÎÃÅ ÓÕÒÇÅÒÙ ÉÎ ÔÈÅ ÌÁÔÅ ψπȭÓ ɉ3ÁÔÁÖÁȟ ςππςɊȢ 4ÅÌÅÓÕÒÇÅÒÙ ÂÅÃÁÍÅ ÏÎÅ ÏÆ ÔÈÅ Íain driving 
forces behind the development of surgical robots. These research activities led to the birth of two 
telesurgical robots: the ZEUS robot, by Computer Motion Inc., and the da Vinci robot, by Intuitive 
Surgical Inc., which in 2003 acquired also the ZEUS system. 

More recently, autonomous robotic systems have begun to transform their mechanical 
drillers and tools with laser radiation from other energy sources, thus opening the field of real 
therapeutic robots. A prominent example of this generation of surgical robots is the Cyberknife 
(http://www.accuray.com/) which represents an entirely new approach to radiosurgery. It 
incorporates a compact, lightweight linear accelerator mounted on a robotic arm, and it provides 
the surgeon unparalleled flexibility in targeting. Advanced image guidance technology tracks 
patient and target position during treatment, ensuring accuracy without the use of an invasive head 
ÆÒÁÍÅȢ 4ÈÅ ÉÍÁÇÉÎÇ ÉÎÆÏÒÍÁÔÉÏÎ ÉÓ ÒÅÇÉÓÔÅÒÅÄ ÂÅÔ×ÅÅÎ ÔÈÅ ÃÏÍÐÕÔÅÒȭÓ ÃÏÏÒÄÉÎÁÔÅ ÓÙÓÔÅÍ ÁÎÄ ÔÈÅ 
robot so that it may compensate for any changes in patient position by repositioning the linear 
accelerator.  

Telerobotic technologies have been recently proposed also for endovascular interventions. 
In endovascular interventions, the main difficulty is driving endovascular catheters towards the 
target regions by moving just the proximal part of the catheter itself. Robots have been proposed to 
magnetically steer a magnetized catheter towards the target regions: the catheter is moved thanks 
to interaction with an external magnetic field finely adjusted by robotic arms 
(http://www.stereotaxis.com/); a similar goal is achieved with a different robotic technology that 
allows a catheter to be steered into difficult heart anatomies by merging 6 D.o.F. driving systems, 
force reflecting technologies, and advanced visualization facilities 
(http://www.hansenmedical.com/ ). 

A recent and exhaustive research summarizes the medical fields in which surgical robots 
are currently util ized (Beasley, 2012). 

a) Neurosurgery. Neurosurgery robots are machines for image-guided cannualae or other 
tools positioning/orientation. The NeuroMate system (by Renishaw, previously by 
Integrated Surgical Systems, previously by Innovative Medical Machines International ), 

http://www.hansenmedical.com/
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which has received the CE marking and the FDA clearance, is adopted for biopsy, deep 
brain stimulation, stereotactic electroencephalography, transcranial magnetic stimulation, 
radiosurgery, and neuroendoscopy. Another robotic system, Pathfinder (Prosurgics, 
formerly Armstrong Healthcare Ltd.) has been cleared by FDA in 2004 for neurosurgery, 
and it is used by the surgeon to indicate a target and a trajectory on a pre-operative 
medical image, so that the robot guides the instrument into position with submillimeter 
accuracy. Again, there is the Renaissance robot (Mazor Robotics, the first generation 
system was named SpineAssist), which has the FDA clearance (2011) and CE marking for 
both spinal surgery and brain operations (2011). The device consists of a robot the size of 
a soda can that mounts directly onto the spine and provides tool guidance based on 
planning software for various procedures including deformity corrections, biopsies, 
minimally invasive surgeries, and electrode placement procedures. 
 

b)       Orthopedics. The most relevant advantage related to the robot assistance in orthopedics is 
represented by an accurate and precise bone resection. The first robot used in this field ɀ 
in 1992 for a total hip replacement ɀ was Robodoc (Curexo Technology Corp, originally by 
Integrated Surgical Systems), which received the CE marking (1996), and FDA clearance 
for total hip replacement (1998) and total knee replacement (2009). The Robodoc system 
is constituted by two components: Orthodoc, a 3-dimensional surgical planner, and the 
Robodoc surgical assistant, the robot employed for hip replacement intervention. A direct 
competitor of Robodoc, although no longer for sale, was Caspar, a robotic system for knee 
and hip surgery, launched in 1997 by  OrtoMaquet. In 2008, the Rio robotic arm (Mako 
Surgical Corp, previous generation called the Tactile Guidance System) was released and 
received FDA clearance; the Rio is used for implantation of medial and lateral unicondylar 
knee components, as well as for patellofemoral arthroplasty. It is worth to observe that 
robotic arm of Rio already offers a tactile feedback to the surgeon.  iBlock (Praxim Inc., an 
Orthopaedic Synergy Inc. company, previous generation the Praxiteles, FDA clearance 
2010) is an automated cutting guide for total knee replacement mounted directly to the 
bone, in order to reduce the robotic influence on the cutting instrument. The Navio PFS 
(Blue Belt Technologies, CE mark 2012) does not require a computed tomography scan 
for unicondylar knee replacement, instead using an intraoperative planning. The 
Stanmore Sculptor (Stanmore Implants, previous generation the Acrobot Sculptor by 
Acrobot Company Ltd.) is a synergistic system similar to the RIO, with active constraints 
to keep the surgeon in the planned workspace; this system received FDA clearance in 
2013. 
 

c) General laparoscopy. Apart from the da Vinci system (see § 2.2), other laparoscopic robots 
are Zeus, FreeHand and Telelap ALF-X. Technically, Zeus should not be considered as a 
robot: it is a remote computer-assisted telemanipulator with interactive robotic arms, but 
it does not follow programmable motions. With Zeus an operation has been accomplished 
for the first time, in which the surgeon and the patient were separated by a distance of 
several thousand kilometres. The FreeHand robot (Freehand 2010 Ltd., previously 
Freehand Surgical, previously Prosurgics, the previous generation was called EndoAssist, 
FDA clearance and CE mark 2009) is a next-generation endoscope holder, equipped with 
an arm more compact, easier to setup, and cheaper than its predecessor. Telelap ALF-X 
(CE mark 2011) is a four-armed surgical robot projected by sofar s.p.a. to compete with 
the da Vinci: compared with that robot, Telelap ALF-X moves the base of the manipulators 
away from the bed (about 80 cm) and has a realistic tactile-sensing capability due to a 
patented approach to measure tip/tissue forces from outside the patient, with a 
sensitivity of 35 grams. 
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d) Percutaneous. InnoMotion (Synthes Inc., previously by Innomedic GmbH, CE mark 2005) 

is a robot arm designed to operate within a computed tomography or magnetic resonance 
imaging in the noncatheter percutaneous procedures in order to guide a needle to its 
target with the assistance of three-dimensional intraoperative imaging. 
 

e) Steerable catheters. Vascular catheterization is used to diagnose and treat various cardiac 
and vasculature diseases, including direct pressure measurements, biopsy, ablation for 
atrial fibrillation, and angioplasty for obstructed blood vessels. The catheter is inserted 
into a blood vessel and the portion external to the patient is manipulated to move the 
catheter tip to the surgical site, while fluoroscopy provides image guidance. The Sensei X 
(Hansen Medical, FDA clearance and CE mark 2007) uses two steerable sheaths, one 
inside the other, to create a tight bend radius. The sheaths are steered via a remotely 
operated system of pulleys. The Niobe (Stereotaxis, CE mark 2008, FDA clearance 2009) is 
a remote magnetic navigation system, in which a magnetic field is used to guide the 
catheter tip. The magnetic field is generated by two permanent magnets contained in 
housings on either side of a fluoroscopy table. 

 
f) Radiosurgery. Radiosurgery is a treatment (not a surgery), in which focused beams of 

ionizing radiation are directed at the patient, primarily to treat tumors. By directing the 
beam through the tumor at various orientations, high-dose radiation is delivered to the 
tumor while the surrounding tissue receives significantly less radiation. The CyberKnife 
(Accuray Inc., FDA cleared 1999) is a frameless radiosurgery system consisting of a 
robotic arm holding a linear accelerator, a six degree of freedom robotic patient table 
called the RoboCouch, and an X-ray imaging system that can take real-time images in two 
orthogonal orientations simultaneously. Another frameless system with a linear 
accelerator, but with micro-multileaf collimators for beam shaping, is TrueBeam STx 
(BrainLab Inc. and Varian Medical Systems, previously Novalis and Trilogy, initial FDA 
clearance 2000). The principal difference between this robot and CyberKnife is that the 
#ÙÂÅÒ+ÎÉÆÅȭÓ ÒÁÄÉÁÔÉÏÎ ÓÏÕÒÃÅ ÈÁÓ ÍÏÒÅ ÄÅÇÒÅÅÓ ÏÆ ÆÒÅÅÄÏÍ ÔÏ ÂÅ ÏÒÉÅÎÔÅÄ ÁÒÏÕÎÄ ÔÈÅ 
patient. 

 
g) Emergency Response. This category does not concern surgical robots, but robots which are 

employed in disaster response and battlefield medicine. The researches involving this 
technical sphere aim to realize machines able to accomplish extractions of patients from 
dangerous environments, fast diagnosis of injuries, and semiautonomous delivery of life-
saving interventions. AutoPulse Plus (Zoll Medical Corp., previously by Revivant) is an 
automated, portable device that combines the functions of the AutoPulse (FDA clearance 
2008) cardiopulmonary resuscitation device and the E Series monitor/defibrillator (FDA 
clearance 2010). The LS-1 suitcase intensive care unit (Integrated Medical Systems Inc., 
previous generation called MedEx 1000, previous generation called LSTAT, FDA clearance 
2008) is a system which consists in a ventilator with oxygen and carbon dioxide 
monitoring, electrocardiogram, invasive and non-invasive blood pressure monitoring, 
fluid/drug infusion pumps, temperature sensing, and blood oxygen level measurement. 
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2.1 Minimally invasive surgery (MIS) and t he da Vinci system 

As said, the need for robotic surgical systems is particularly linked with the emergence of 
minimally invasive surgery (MIS), giving important advantages over traditional laparoscopic 
procedures providing high degrees of dexterity in very constrÁÉÎÅÄ ÓÐÁÃÅÓ ÉÎÓÉÄÅ ÔÈÅ ÐÁÔÉÅÎÔȭÓ ÂÏÄÙȢ 

Manual laparoscopy is affected by several limitations and adverse effects, which can be 
summarized as follows: this technique only allows a two-dimensional (2D) vision from a 
conventional monitor, and that reduces the perception of depth; it permits just a scarce eye-hand 
coordination, decreasing the surgeon ergonomics and dexterity. Laparoscopic instruments demand 
a direct guidance, which requires ambidextrous manual activity; they are long and rigid, so that the 
surÇÅÏÎȭÓ ÎÁÔÕÒÁÌ ÈÁÎÄ ÔÒÅÍÏÒ ÉÓ ÁÍÐÌÉÆÉÅÄȠ ÔÈÅÓÅ ÔÏÏÌÓ ÅØÃÌÕÓÉÖÅÌÙ ÐÒÅÓÅÎÔ ÆÉÖÅ ÄÅÇÒÅÅÓ ÏÆ ÆÒÅÅÄÏÍȡ 
ÆÏÕÒ ÆÏÒ ÐÏÓÉÔÉÏÎÉÎÇ ÔÈÅ ÔÉÐ ÁÎÄ ÏÎÅ ÆÏÒ ÁÃÔÕÁÔÉÏÎȟ ÁÎÄ ÔÈÉÓ ÁÓÐÅÃÔ ÒÅÓÔÒÉÃÔÓ ÔÈÅ ÓÕÒÇÅÏÎȭÓ ÎÁÔÕÒÁÌ 
range of motion and decreases his dexterity. In the laparoscopic operations there are fixed 
ÁÂÄÏÍÉÎÁÌ ÅÎÔÒÙ ÐÏÉÎÔÓ ÉÎ ÔÈÅ ÐÁÔÉÅÎÔȭÓ ÂÏÄÙȟ ÓÏ ÔÈÅ ×ÏÒËÓÐÁÃÅ ÒÅÁÃÈÁÂÌÅ ×ÉÔÈ ÔÈÅ ÉÎÓÔÒÕÍÅÎÔȭÓ ÔÉÐ 
is limited; instrument tip and handle move in opposite directions, giving origin to the technical 
drawback known as the fulcrum effect, which decreases the motor perception capability; the 
camera instability contributes to surgeon fatigue; the tactile feedback is limited, and it reduces the 
ÓÕÒÇÅÏÎȭÓ ÄÅØÔÅÒÉÔÙ ɉ&ÒÅÓÃÈÉ et al., 2012). Laparoscopic and thoracoscopic surgery therefore impose 
significant ergonomic restrictions on the surgeon, increasing his difficulty in execution of major 
abdominal and thoracic operations. Moreover, the approach of the manual laparoscopy is 
uncomfortable for the surgeon, who has to maintain an awkward stance during the operation. 

Robot-assisted laparoscopic technology is directed to surmount these limitations . The most 
widely reported advantages of tele-operated robotic surgery stem from wristed instrument 
motions with seven degrees of freedom, scaling for precise movements, elimination of hand tremor, 
stereoscopic vision and improved ergonomics (Freschi et al., 2012). Another advantage is 
represented by the ability to eliminate innate handedness, proved by results obtained by surgeons 
performing tasks with both dominant and non-dominant hands (comparable performance with 
either hand) (Mucksavage, Kerbl & Lee, 2011). A further advantage of surgical robots like the da 
Vinci consists in the high quality of the image transmitted to the display on the suÒÇÅÏÎȭÓ ÃÏÎÓÏÌÅȢ )Î 
fact, in laparoscopic surgery the video image has a decisive role, because it is the unique interface 
between the surgeon and the patient, due to the lack of tactile and force feedback. In manual 
laparoscopy two-dimensional screen are used, with consequent loss of the depth perception, 
whereas natural stereoscopic view with more depth cues enables more accurate and efficient 
endoscopic manipulations. The first studies dedicated to the benefits of 3D visual were 
contradictory, since only some surveys showed that this technology allowed to achieve better 
results than with the use of the 2D visual; but this was due to the fact that the pioneering 
comparative studies adopted the first-generation, non-stereoscopic 3D systems with lower 
resolution, and eye-shuttering technologies (LCD or polarizing glasses) not used in the da Vinci 
system, which provides immersive stereoscopic vision based on true retinal disparity (Freschi et al., 
2012). In particular, a research demonstrated that the stereoscopic mode reduced execution time 
for every task by one-third and improved dexterity by 25%, as measured by the reduction of the 
number of movements and distance travelled. Accuracy, based on error reduction rate, improved 
by nearly 100% (Munz et al., 2004). On the other hand, a different study affirms that only complex 
tasks are performed more easily and quickly with stereoscopic vision (LaGrange, Clark, Gerber et 
al., 2008); but, in the end, it is rather ascertained that stereoscopic vision allowed for significant 
improvement in execution time and error rates for both inexperienced residents and advanced 
laparoscopic surgeons (Byrn et al., 2007). 
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In order to point out the legal implications of surgical robots, the research has especially 
focused on the da Vinci system, at present the most widespread (Rosen, Hannaford & Satava, 2011) 
surgical telemanipulator, produced by Intuitive Surgical Inc. 

The first studies on surgical robots were conducted by SRI International, an independent 
non-profit research institut e, and funded by the US Army. The purpose of that research was to 
generate a technology by which surgeons could operate wounded soldiers from a remote and safe 
place. The first prototype system showed immediately its potentialities, but in the military 
environment the original idea was never realized, due to the great difficulty to perform a surgical 
operation without any physical contact between the surgeon and the patient. 

In 1995 Intuitive Surgical acquired the rights to SRI patents and began working on the 
telerobotic system. The first version of da Vinci had no instrument-specific arm, while in 2003 a 
relevant improvement of the system was introduced by Intuitive, which equipped the robot with a 
fourth instrument arm, specifically dedicated to the cameraɀtelescope. 

da Vinci design and system description 

)Î ÔÈÅ ÃÕÒÒÅÎÔ ÖÅÒÓÉÏÎȟ ÔÈÅ ÄÁ 6ÉÎÃÉ ÓÙÓÔÅÍ ÉÓ ÃÏÍÐÏÓÅÄ ÂÙ Ô×Ï ÕÎÉÔÓȡ ÔÈÅ ÓÕÒÇÅÏÎȭÓ ÃÏÎÓÏÌÅ 
ÕÎÉÔȟ ÔÈÁÔ ÈÏÌÄÓ ÔÈÅ ÄÉÓÐÌÁÙ ÏÆ ÔÈÅ ÓÙÓÔÅÍȟ ÔÈÅ ÕÓÅÒȭÓ ÉÎÔÅÒÆÁÃÅ ÁÎÄ ÔÈÅ ÅÌÅÃÔÒÏÎÉÃ ÃÏÎÔÒÏÌÌÅÒȠ ÁÎÄ ÔÈÅ 
second unit, which consists of four slave manipulators: three for telemanipulation of surgical tools 
and one equipped with an endoscopic camera (Figure 6).  

 

Figure 6 The surgeon at the console an d the patient side cart of the da Vinci Si HD Surgical 
System (http://www.intuitivesurgical.com)  

7ÉÔÈ ÔÈÅ ÓÕÒÇÅÏÎȭÓ ÃÏÎÓÏÌÅ ÔÈÅ ÓÙÓÔÅÍ ÏÆÆÅÒÓ ÔÏ ÈÉÍ ÁÎ ÉÍÍÅÒÓÉÖÅ ÏÐÅÒÁÔÉÖÅ ÅÎÖÉÒÏÎÍÅÎÔȟ 
with a high-quality stereo visualization and a manɀmachine interface that directly connects the 
movement of the hand of the surgeon to instrument tip movement inside the patient. The surgeon 
visualizes stereoscopic images via a 3D screen above the hands, recovering handɀeye coordination 
and providing natural correspondence with manipulations. Furthermore, the controller transforms 
the spatial motion of the instruments into the camera reference frame, so that the surgeon has the 
ÖÉÒÔÕÁÌ ÓÅÎÓÁÔÉÏÎ ÏÆ ÏÐÅÒÁÔÉÎÇ ×ÉÔÈÉÎ ÔÈÅ ÐÁÔÉÅÎÔȭÓ ÂÏÄÙȢ 4ÈÅÎȟ ÔÈÅ ÄÁ 6ÉÎÃÉ ÓÙÓÔÅÍ ÒÅÓÔÏÒÅÓ ÄÅÇÒÅÅÓ 
of freedom lost in conventional laparoscopy; the three degrees of freedom wrist inside the patient 
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allows natural wrist pronation/supination, bringing a total of seven degrees of freedom for 
instrument tip control (three orientations, three translations and grip) (Figure 7).  

 

Figure 7 4ÈÅ ÄÁ 6ÉÎÃÉ ÈÁÎÄÌÅ ÕÓÅÄ ÔÏ ÒÅÍÏÔÅÌÙ ÍÏÖÅ ÔÈÅ ÉÎÓÔÒÕÍÅÎÔȭÓ ÔÉÐ 
(http://www.intuitivesurgical.com)  

The da Vinci control system filters out surgeon tremor, making the tools tips steadier than 
in the traditional laparoscopic surgery. Furthermore, the system allows variable motion scaling 
from master to slave; for example, a 3:1 scale factor maps 3 cm of translation on the masters into 1 
cm of translation at the slaves, and this possibility, combined with the image magnification, makes 
delicate motions easier to be performed. Finally, the operations carried out with the robot can even 
require a minor amount of transfused blood (for example, in the radical retropubic 
prostratectomy), a shorter hospitalization (i.e., eight days instead of ten) and a reduced 
postoperative pain compared with the laparoscopic surgery (Freschi et al., 2012). 

In general surgery, the da Vinci has been used to perform over 500 procedures, concerning 
a wide variety of surgeries: Nissen fundoplication, cholecystectomy, hernia repair, tubal 
reanastomosis, gastroplasty, appendectomy, arteriovenous fistula, intra-rectal surgery, lysis of 
adhesion, hysterectomy, lumbar sympathectomy, toupet surgery and colorectal surgery. A 
significant area of interest is represented by cardiac surgery, due to the complexity of the 
procedures and the potential benefit to the patient of minimal access to the heart. In this field, the 
da Vinci system was used also to accomplish endoscopic coronary artery bypass grafts (Guthart & 
Salisbury, 2000). 

Data on performance, training and proficiency with the da Vinci system are numerous and 
consistent. A laboratory study in vitro shows that the inexpert surgeons can accomplish all tasks 
more quickly and more precisely with the robot than with conventional laparoscopy, in particular 
for the more difficult tasks, confirming the usefulness of the da Vinci for the interventions which 
demand fine movement and optical magnification (Sarle et al., 2004). 

System limitations and malfunctioning 

The main limitations of this system are the lack of a force feedback, the possible collision 
between tools inside the patient when the surgeon has limited experience, and the encumbrance of 
the overall robot, requiring a complete re-arrangement of the operating room. The most relevant 
drawback is considered the lack of haptic feedback, which is perceived as significant especially 
during the execution of complex tasks. This aspect has two important adverse consequences: first, 
the surgeon is not in the condition to identify tissue consistency, so that he cannot use this 
approach to distinguish between tumor and normal tissue (Tholey, Desai & Castellanos, 2005); 
second, it becomes difficult to accomplish intracorporeal suturing and knot tying, especially with 
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fine suture material (Ricchiuti et al., 2010), when the breakage of the suture frequently occurs 
(Freschi et al., 2012). 

Several researches document the system malfunctions of da Vinci robot. Malfunctions can 
stem from set-up joint malfunction; arm malfunction; power error; monocular monitor loss; camera 
ÍÁÌÆÕÎÃÔÉÏÎȠ ÂÒÅÁËÉÎÇ ÏÆ ÓÕÒÇÅÏÎȭÓ ÃÏÎÓÏÌÅ ÈÁÎÄ ÐÉÅÃÅȠ ÁÎÄ ÓÏÆÔ×ÁÒÅ ÉÎÃÏÍÐÁÔÉÂÉÌÉÔÙ ɉ&ÒÅÓÃÈÉ et al., 
2012). A recent study shows that between January 1, 2000 (i.e. since the Food and Drug 
Administration (FDA) approval of the robot-assisted general laparoscopic surgery) to August 1, 
2012, a total of 245 events were reported to the FDA, including 71 deaths and 174 nonfatal injuries 
(the producer of the robot-assisted surgical system has the obligation to timely report known 
adverse events to the FDA after it becomes aware of them). The survey suggests that FDA reporting 
could not be prompt or standardized for some reasons. First, it may be difficult to separate poor 
surgical skill from device-related injuries; second, there is little oversight regarding reporting and, 
on the other hand, there are not significant incentives to improve reporting practices, while better 
reporting systems can help elucidate the risk factors associated with injuries (Cooper, Ibrahim, Lyu 
& Macary, 2013). This is confirmed by the same FDA, which observes that complaints or adverse 
event reports do not necessarily directly indicate a faulty or defective medical device, so that 
adverse event reports alone cannot be used to establish or compare rates of event occurrence 
(Kaiser Health News & Evans, 2013). 

Nevertheless, several surveys show that many recoverable mechanical problems during 
surgery are linked to robotic instrument malfunction, including broken tension wires or wire 
dislodgement from the working pulleys, non-recognition of the instrument by the robot (despite 
available residual use) and a locked instrument. However, these errors can be corrected or 
bypassed (although with additional operating room time). The incidence of critical failures 
depending on technical problems which demand conversion appears very low compared with the 
conversions reported during manual laparoscopic operations, which are reported to reach up to 
16% for some major procedures (Nguyen et al., 2013). This low rate of technical problems is likely 
ÔÈÅ ÃÏÎÓÅÑÕÅÎÃÅ ÏÆ ÄÁ 6ÉÎÃÉȭÓ ÓÐÅÃÉÆÉÃ ÃÈÁÒÁÃÔÅÒÉÓÔÉÃÓȡ ÒÏÂÕÓÔ ÍÅÃÈÁÎÉÃÁÌ ÔÏÏÌÓ ÁÎÄ ÔÈÅ ÕÓÅ ÏÆ 
traditional and established technology for building links, joints and power transmission (except 
those of the surgical instruments) (Freschi et al., 2012). 

The da Vinci system as case-in-point 

For its specifications, the da Vinci currently appears as the most advanced and versatile 
surgical robot on the market and it represents a paradigmatic example among telesurgical systems. 
Moreover, in the perspective of the present analysis it seems preferable to concentrate on the 
ÐÁÒÁÄÉÇÍ ÏÆ ÔÅÌÅÏÐÅÒÁÔÅÄ ÒÏÂÏÔÓ ÒÁÔÈÅÒ ÔÈÁÎ ÏÎ ȰÁÕÔÏÎÏÍÏÕÓȱ ÒÏÂÏÔÉÃ ÓÙÓÔÅÍÓȟ ÎÏÔ ÄÉÒÅÃÔÌÙ 
commanded by a surgeon, that automatically perform an operation according to previously given 
instructions. In the use of the latter type of robots, two kinds of accidents can occur: a human error 
of the surgeon in the choice of the operation or in programming the robot, and a malfunctioning of 
the system. These errors may certainly occur also with regard to teleoperated robots, but in that 
context a third type of error shall be considered, related to an incorrect movement of the surgeon 
who sit at the console, given that every movement of his/her hand is directly connected by the 
man-machine interface to the instrument tip movement inside the patient (Freschi et al., 2012). For 
this reason, the analysis concerning teleoperated robots results as the most complete and inclusive. 
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3 .  E t h i c a l  A n a l y s i s  

3.1 Introduction  

According to the RoboLaw approach developed in D5.5 (Bisol, Carnevale & Lucivero, 2013), 
the current document presents the analysis of relevant ethical issues arising through the 
deployment of computer-integrated surgical applications. The ethical dimensions are extremely 
diverse as they involve different fields of special ethics, such as medical ethics, technology ethics, 
roboethics, journalism ethics, public health ethics, research ethics and training ethics.  

To evaluate computer-integrated surgery with respect to the stakeholders involved 
(patients, surgeons, caregivers, researchers, industry, health-care systems, hospitals, and society), a 
mere bioethical approach would fail to deal with such a complex context. In D5.5: Methodology for 
identifying and analysing ethical issues in robotics research and applications, the basic features of 
this analysis have been outlined: RoboLaw ethical analysis will not provide a one-sided assessment 
of a specific technology, but will try to present the different elements that make up the ethical 
landscape related to certain robotics applications in a structured way. Furthermore we do not 
embrace a specific set of principles; rather, as Nida-Rümelin (2005) pointed out, for different areas 
of human practice there are different appropriate normative criteria, which cannot be reduced to a 
single system of moral rules and principles. At least it appears heuristically appropriate that larger 
complexes of human practice, each of which has specific characteristics (such as robotics research 
and applications), undergo an independent normative analysis. Instead of applied ethics, with their 
ÄÉÆÆÅÒÅÎÔ ÆÏÃÕÓÅÓȟ ÏÎÅ ×ÏÕÌÄ ÒÁÔÈÅÒ ÓÐÅÁË ÏÆ ȰÓÐÅÃÉÁÌ ÅÔÈÉÃÓȱȢ !ÃÃÏÒÄÉÎÇ ÔÏ ÔÈÉÓ ÖÉÅ×ȟ ÔÈÅ ÅÔhical 
analysis of computer-integrated surgery is a case of special ethics. 

In line with those considerations, RoboLaw ethical analysis is going to offer a hybrid 
framework to tackle the ethical landscape of computer-integrated surgery. The principal intent of 
this chapter is to develop an ethical analysis that can help legal scholars to find regulatory 
proposals, which are able both to protect patients and support the dissemination of the benefits of 
this evolving technology in society. As robotized surgery is an emergent field in which the linkage 
between research, development and application is strong, regulation is crucial for promoting safe 
and just implementation. 

χȢφ %ÔÈÉÃÓ ÁÎÄ computer -integrated surgery: An increasingly popular system  

Minimally invasive surgery (MIS) is getting more and more popular because it causes fewer 
traumas to the patients and ensures faster recovery. Minimal invasive surgery performed through 
computer-assisted surgery, like the da Vinci Surgical System, meets the individual preferences of 
surgeons, hospital staff, management and patients. Robotics supporting medical interventions is 
therefore not only widely accepted but also desired by patients, surgeons and hospitals. Growing 
acceptance is communicated through media and is conveyed by hospital policies. Increased desire 
for the use of technology is promoted by heavy media coverage and advertisement. According to 
Intuitive Surgical Inc., computer-integrated surgery is expected to increase safety and efficiency. 
But this can also produce undesired outcomes: Will the surgeon recommend the use of robotic 
surgery in all interventions because it benefits the patient or because it increases his/her prestige? 
(Fingerhut, 2011). The same can occur in the case of hospital policies: will  ȰÓÏÆÔ ÐÁÔÅÒÎÁÌÉÓÍȱ ÆÉÎÄ 
its way into hospital policies? Will robotic surgery become the default solution (perhaps in order to 
help amortize the cost of the machines)? Once a robotic system is installed in a hospital, we expect 
that there will be both subtle and overt pressure by hospital administrators on patients as they will 
have an interest in using the system as extensively as possible (Beckey, Lin & Abney, 2011). 
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On the debit side, computer-assisted surgery will often be more demanding and 
complicated for the surgeon (and his/her team) because everything has to be done through a few 
small holes and through specialized tools and instruments ɀ e.g. cameras, mechanics, orientation 
support and intra-operative imaging systems ɀ that have to be changed and put together during the 
intervention. This takes time, as for example a surgery of four hours needs one extra hour just to 
change the tools. The effect is that the entire intervention is slowed down and lasts longer. This 
burdens the team. The drawback for the patient is that he/she has to undergo longer anaesthesia 
periods than in normal MIS. Furthermore, as the surgeon is looking on a display, he cannot see 
directly, smell or feel what he is working on. Robotic assisted surgery only allows instruments, and 
not the hands of the surgeon, to touch the human body during an operation. Moreover, the use of 
instruments is less haptically intuitive. 

On the merit side, robot-assisted surgery helps by providing a more ergonomic and user 
friendly intuitive interface f or those instruments, thereby increasing precision (7 degrees of 
freedom) and filtering tremor. This user interface does not have to be right above the operating 
table. The surgeon sits in a comfortable position and can control all the instruments through special 
ergonomic handles and see a 3-D image, which is intuitively spatially oriented. Difficult or rare 
procedures can be performed and remote controlled by specialized surgeons (special consultations 
and telemedicine: see § 4.4.3). 

Given these contrasting elements, it is important to determine in which kind of surgical 
intervention the deployment of the da Vinci Surgical Robot is effective. At the present moment, da 
Vinci is used very extensively. This usage should be limited to that particular kind of operation 
where robot-assisted surgery has proved to be especially helpful. 

It is also important to require a licence for surgeons that will operate through the da Vinci 
Surgical Robot. At the moment, use of da Vinci is not restricted. Every surgeon can use it. And every 
surgeon can use it as extensively as he/she sees fit. If surgeons are to be licenced an additional 
problem arises. A notified body would have to be established, which is able to evaluate and assign 
the license to operate the da Vinci Robot. 

Our interviews with surgeons suggest that the use of da Vinci leads to a reassignment of 
roles in the operating room and within the team that works there. They report that every team 
member perceives their individual actions to be part of a collective agent. Actor-Network Theory 
(ANT), which was developed by scholars working on Science, Technology and Society (STS), 
confirms this subjective observation of surgical personnel. This theory predicts, furthermore, that 
this social process is subject to dynamics. Collective action structures may appear and dissolve 
from time to time (Turner, 2009). Moreover, Bruno Latour highlighted the asymmetrical 
significance of ANT. When it comes to a successful implementation of an innovative technology, it is 
relevant to find out how the actor-network arises. When it comes to failures, it is important to 
explore at which point the network has been damaged (Latour, 2005: 602).  This double 
perspective allows us both to explain the novel elements mediated by the introduction of the 
computer-assisted surgical systems in the operating theatre and to examine and display the 
responsibility in the case of failure. Responsibility seems not to be all-or-nothing affair. Rather, it 
seems to come in degrees. Latour may be interpreted as speaking of creating a collective subject 
composed not only of the surgeon and the machine, but also of the whole operating team; he also 
distinguishes between success and failure. In the case of success, it is relevant to explore how the 
alliance has been created. In the case of failure, it is relevant to explore where the alliance broke. 
Further research is needed to explain which precise consequences follow from ANT for da Vinci and 
whether ANT is, in fact, capable of framing the problem in an adequate way. 
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In order to explore the causes of possible failures of the machine, everyone who is involved 
in the operating process should be given access to relevant data which may reveal possible sources 
of error (Cooper et al., 2013). The current system may have skewed our perception of da Vinci since 
privileged access to data that would reveal failures is only given a few select individuals. The 
problem of underreporting complications has to be avoided (Cooper et al., 2013). 

Decker (2014) has also suggested using a black box system. However, he focuses not on 
preventing mistakes. Rather, his intent is to better understand learning processes in robotic 
systems. In his recommendation, this opens up the chance for robots to adjust to new environments 
and persons. In particular, he says that 

ȬThe introduction of a non-manipulable black box, i.e. a recording device that cannot be 
modified from the outside and that documents precisely the modifications in the robotic system that 
ÁÒÅ ÉÎÄÕÃÅÄ ÂÙ ÔÈÅ ÒÏÂÏÔȭÓ ÌÅÁÒÎÉÎÇ ÁÌÇÏÒÉÔÈÍȟ ×ÏÕÌÄ ÁÌÓÏ ÍÅÁÎ ÔÈÁÔ ÔÈÅ ÒÏÂÏÔ ×ÏÕÌÄ ÍÁËÅ Á ÄÅÔÁÉÌÅÄ 
ÒÅÃÏÒÄÉÎÇ ÏÆ ÉÔÓ ÅÎÖÉÒÏÎÍÅÎÔȢ 4ÈÅ ÒÏÂÏÔȭÓ ÓÅÎÓÏÒÙ ÄÁÔÁ ÁÒÅ Á ÃÅÎÔÒÁÌ ÅÌÅÍÅÎÔ ÏÆ ÔÈÅ ÐÏÓÓÉÂÉÌÉÔÙ ÆÏÒ ÉÔ ÔÏ 
be able to suggest adjustment measures. They thuÓ ÁÌÓÏ ÒÅÆÌÅÃÔ ÔÈÅ ÒÏÂÏÔȭÓ ÉÍÍÅÄÉÁÔÅ ÅÎÖÉÒÏÎÍÅÎÔ ÁÎÄ 
possibly even properties of the person using it. Precisely in the context of care giving, the collection of 
physiological data plays a special role. This brings in its wake corresponding problems with the 
ÒÅÓÐÅÃÔÉÖÅ ÕÓÅÒȭÓ ÐÒÉÖÁÃÙ (Böhle et al., 2013). On the other hand, the black box can ensure that the 
reason that the robotic system learned something is always comprehensible. This can, in turn, play a 
special role in legal disputesȭ (Decker, 2014: 84). 

&ÏÒ ÏÕÒ ÐÕÒÐÏÓÅȟ ÁÎ ÁÐÐÒÏÁÃÈȟ ÓÕÃÈ ÁÓ $ÅÃËÅÒȭÓȟ ÉÓ ÅÑÕÁÌÌÙ ×ÅÌÌ ÓÕÉÔÅÄ ÁÓ Á ÓÏÌÕÔÉÏÎ ÆÏÒ 
finding device malfunctions. 

A further issue concerns justice and the potential exclusion of those who cannot afford such 
a high-end system as the da Vinci. Datteri & Tamburrini (2009) suggest that aside major ethical 
problems associated with robotic surgery outlined above, are problems concerning cost and justice. 
Systems like the da Vinci are expensive. The latest models of the da Vinci cost about US$1.75 
million, not  including annual maintenance and operational costs that could be in the hundreds of 
thousands of dollars. In Italy da Vinci seems to be more expensive than in the US and in other 
European Countries. These costs suggest that its use will be limited to relatively wealthy patients, 
wealthy communities and wealthy countries.   

3.3 Uncovering normativity  

Da Vinci is a system that is already in frequent use. According to the RoboLaw approach in 
D5.5, however, a more detailed examination of the implicit and explicit values that are presumably 
at stake when this kind of surgical robot is even more widely used must be conducted. This is the 
purpose of this part of the analysis, which will be done in two different steps: the first step concerns 
the machine itself; the second step pertains to the use of the robotic technology under investigation. 

3.3.1 Uncovering values in the artefact 

As already mentioned, the da Vinci Surgical System is a robotic device that is intended to 
extend the benefits of current minimally invasive surgery (MIS). Surgery robots are technical 
artefacts that must interact with humans. It is claimed that moral issues are taken into 
consideration in the design. In the first step, we want to understand which kind of moral 
considerations have in fact been taken into account at the design stage. In order to uncover the 
ethical issues and problems, the technical side involved has to be tested and experienced 
empirically. In order to address this issue, we were supported by the engineers of BioRobotic 
































































































































































































































































