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1. Aim of this report.

The aim of this repat is to offer an in depth analysis of the ethical and legal issues raised by
robotic applications and to provide the European and national regulators with guidelines to deal
with them.

The RoboLaw project was devotedo investigate the ways in which emergng technologies
in the field of bio-robotics have a bearing on the national and European legal systenehallenging
traditional legal categories and qualifications, posing risks to fundamental rights and freedoms that
have to be considered, and more genally demanding a regulatory ground on which they could be
developed and eventually launchedAfter a comprehensive analysis of the current statef-the-art
of regulation pertaining to robotics in different legal systems has been carried out throughout the
research, the present document tries to respond to the question whether new regulation is needed
or the problems posed by robotic technologies can be handled within the framework of existing
laws.

2. Methodology.

The report has been prepared through a cobination of desk research, empirical research
and expertconsultation. Desk research was carried out through an extensive analysis of the existing
literature in the domains of robotics and roboethics, Science and Technology Studies and
Philosophy of Techndogy, and of the relevant law. According to the ELSI approach, aimed at
analyzing the ethical, legal and social issues raised by robotic applications in view of their
consideration in public policy deliberations, the theoretical and conceptual exercise haseen
accompanied by an investigation on empirical data, collected through surveyargeted at the
general public and aimed at understanding the perception of robotics in society Expert
consultation was attained through different methods, like questionnaes, multi-OOAEAET 1 AAO
workshops, qualitative interviews, active involvement in drafting the stateof-the-art of the
technologies being examined, contributions of the members of the External Advisory Board and the
Supporting External Networks (ab).

3. Overview of the report.

Chapter one provides an introduction to the relationship between regulation and robotics,
by clarifying where the need for a legal appraisal and intervention comes from and explaining how
the RoboLaw project has corresponded to it. ie paths explored and the lines of investigation
undertaken in the project are here synthesized, in order to highlight the driving themes that cross
cut the entire research. Since robotics is a wide domain, and robotic technologies differ from one
another, a caseby-case approach was adopted and four diverse technological applications have
been examined in depth in the following chapters. While chapter 2 deals with autonomous vehicles
issue, chapter 3 (surgical robots), 4 (prosthetics) and 5 (care robots)xamine robotic applications
that are destined to be deployed in the healthcare sector, and contribute to cluster applications,
that qualify for a homogeneous and distinctive treatment. Each of these chapters is structured in
four parts: an introduction to the topic; a technological overview of the statef-the-art pertaining
to the technology examined; an ethical analysis; and a legal analysis, that sndith
OAAT I 1 AT AAGETT O &1 O PI1EAU |1 AEAOO8 4EA #1 1Al OOEI
try to generalize its findings to other type of emerging technologies.
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* This chapter has been written with contributions by: Erica Palmerini (88 22.2.1; 4.16; 7.1); Pericle
Salvini (88 3, 7); BertJaap Koops (8§ 44.1); Antonio Carnevale (§ 4.1)
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1. Robotics and regulation.

The investigation on the interplay between robotics and regulation moves from a request
for a legal framework that can accompany the developments of robotics. The request is coming
from the very actors that operate in this sector, at the experimental and at the industrial level, who
cannot properly appraise the risks and duties entwined in their workuntil a clear analysis of this
interplay has been made. The research has explored both the formal and the substantial aspects of
the binomial robotics and regulation. On the one hand, it has focused on the different legal tools
that can be employed in orér to regulate technology in general, and robotic technologies in
particular; on the other hand, the contents of the extant relevant legislation have been examined,
with the aim of verifying whether they can already provide a systematic legal framework asther
forms of regulation are needed, notwithstanding the adaptability and flexibility of the available
rules.

1.1. Why regulation?

As an early overview of the RoboLaw project appeared in 2012 drhe Economishas put it,
O/ GAOI U OECEA (@l prdvadod, it b Gck bf Begdt Qaritléaves deviemakers,
AT AOT 0Oh DPAOGEAT 00 AlhdEcdadnmzSepleer $¥2012) TrefartideAdOEds |
mainly on human bionic systems, that is on an array of technologies (going from bionicastheses
to exoskeletons to body implants to braircomputer interfaces), that will allow to restore lost
bodily functions and eventually overcome different types of disabilities, whose deployment, though,
poses more general concerns with regard to the ingrt on the accepted notions of human nature,
identity, normalcy, disability, and the correspondent legal effects and protection.

Similar statements can be found when the technologies at stake are autonomous vehicles
(Piesing, 18 February 2013), software rbots deployed in modern finance (Lin, 2012013), care
robots or other robotic technologies meant to be used in the healthcare setting. A transparent
regulatory environment is seen as a key element for the development of a robotics and autonomous
systems narket, where products and services can be incubated and deployddK Robotics and
Autonomous Systems Special Interest Group (RASG), 2014: 7).A widely spread perception
reveals the concern that premature and obtrusive legislation might hamper scientifiadvancement
and prevent potential advantages from happeninghurden competitiveness or cause economic or
other inefficiencies. At the same time, somehow paradoxically, it is accepted that the lack of a
reliable and secure legal environment may equally hiter technological innovation. Thereforethe
propensity to avoid excessive regulationclashes with an opposite urgeto fill in a legal gap that
affects legal certainty and causes people to act in an ambiguous environment where rights and
responsibilities cannot be clearly acknowledged or predicted. The view that intervention is
necessary, even in a situation where all implications cannot be fully anticipated or may be
misjudged, ultimately tends to prevail, notwithstanding the scientific indeterminacy, in ader to
protect interests effectively against risks which are still unknown, and calls for a regulatory
framework which supports safe and valueconsistent scientific advancement.

This plea for regulation only rarely assumes the shape of a moratorium or a filstive ban
on further development of a given technology. An appeal to outlaw the development, production
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and use of a certain robotic application has been voiced in the realm of military robotics, with
regard to fully autonomous weapons like battlefieldrobots or military drones.t

More often, there is genuine request from researchers and industries for a legal and ethical
governance to which they can findune their strategies and plans about innovative robotic
APDDPI EAAQEIT 08 O, AxOAAOMEAACDI AOEAT ©OAMEDEAA@AT AOE
3PDAAEAT 2APT OO 021 AT 608 ) I | E CroeAHcdddniseBidr this ye& A A£O0O
(March 29 2014: 16), has pointed out. The ambition of the European Union to promote innovation
in the internal market and foster competitiveness makes robotics a strategic sector, to which the
European institutions are devoting considerable attention. At the same time research and industrial
production in the domain of robotics have to grow in accordancewith the complementary
objective, which is enshrined in the European order, to establish itself as an area of freedom,

security and justice.

The competing goals of protectingonsumers and more generally endisers from harm and
fostering innovation have therefore to become embedded in the regulatory endeavour and in the
innovation process itself. In this respect, the most proactive regulatory system seems to have to
combine multiple tools and constructs: legal rules, technical norms and standards, codes of
conducts and good practices. These can guarantee certainty, flexibility, accuracy and corexsed
interpretation.

A problem often underlined when confronting the relationship between technology and
regulation is the law slow pace, in the sense that tenblogical innovation outrun the ability of the
regulator to intervene early enough at the emergece of a new productThe problem ofregulatory
connection (Brownsword & Goodwin, 2012: 63 ff., 371 ff.)in fact exists not only when a new
technology is emergi ¢ AT A OACOI AOT 06 EAOGA O1 AAAA OEA AEA
when the technology is in some way established and widespread, because it simply keeps moving

AT A AAET ¢ OOAT O&I Oi AA8 'T A OOOAUET ¢ A#&bedridglo®AAG (
the normative framework that has to adjust to the intrinsically mutant quality of its object.

On the other hand, a temporal gap between the emergence of a technology and the
subsequent regulation allows more time for analysis and permits paly decisions and their
implementation to be better informed. In this time frame, the RoboLaw project has tried to work,
even if some of the issues at stake may not be fully mature, in order to avoid that technologies
develop in a totally unregulated envird | AT Oh xEAOA OEAU ET £ O0AT AA O«
needs, trigger a market demand, and end up imposing with the force of the fact. Even anticipating
future risks of activities that are in constant evolution, an ethical and legal framework needs to be
carefully conceived in order to craft the appropriate rules when required, and provide the research
and production processes with ethical and legal values to which to conform when designing
innovative products.

1 Human Righs Watch, Losing Humanity: The Case Against Killer Robots, November 19, 2012. A
OAPTI OO DPOADPAOAA OI CAOEAO xEOE (AOOAOA , Ax BAEITi180 )
international treaty that would prohibit the development, production, and use of fully autonomous weapons,
and also on individual nations to pass laws and adopt policies as important measures to be taken at the
domestic level.
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The research on robotics and regulation has been undertakewith a constant point of
reference to the EU policies on Responsible Research and Innovation (RRIJhe main corcerns
and meanings that are entrenched in this formula have been respected and applied both from a
methodological and a substantial point of view. On the one side, an interdisciplinary approach has
been a constant feature of the studyrom its inception. It was attained by integrating various
AEOAEDI ET A0 AT A AT i PpAOAT AAO ET OEA DOT EAAOGEO O
researchers involved in the consortium (lawyers, philosophers, S&T studies experts, engineers)
have led to a constant interation aimed at exchanging information, opinions and perspectives in
order for the suggested rules to be sound from a technical point of view, informed by an appraisal
of the ethical issues at stake, and compliant with a general frame of referentat was derived from
common fundamental values and more specific principles of the applicable law. Throughout the
two-year research, multiple stakeholderswere involved in the research process with the goal to
include all possible relevant perspectives, includinghat of operators in the robotic industry and
market, potential or actual users (e.g. person with disabilities, surgeons, care associations),
insurers, society at large (see Di Carlo & Salvini, 2014). Dissemination activities throughout the
project were carried out also with the aim of getting inputs and views from the public, as a way of
ensuring public participation and integrating social views into the policymaking and regulatory
processes (see Salvini, 2014a, 2014b).

Moreover, an ethical appraisal of &rious robotic technologies in their potential scenarios of
deployment has been carried out as a core research exercise within the project. Any legal
evaluation should, in fact, take into account the problems that the former perspectivesheds light
on, sothat it can inform the fashion in which new rules are tailored or the existing ones are to be
interpreted. In other words, ethics of technology and of robotics in particulawas not considered
an autonomous exerciseand deferred to experts of the field Raher, it was seen asn integral part
of the analysis leading to distinctive features of the proposed solutions. A methodology to perform
the ethical analysiswas drafted (Bisol, Carnevale & Lucivero, 2013) and then applied to the
technologies we considerd more deeply as a case in point {nfra, § 2.1). The External Advisory
Board? also commentedextensively on the analyses of technologies from thearious disciplinary
standpoints of its components However, it especially focused on the use othe applied ethics
conceptual apparatus in the evaluation carried out.

On the normative side, the prospect of regulating robotics has had as points of reference the
two requirements of ethical acceptability and orientation towards societal needs that identify the
pillars of the concept of RRI. Not only do robotic products and applications have to comply with the
core values embraced in the European context by the constitutional traditions of Member States

2 See, lately,European Commission(2013). Options for Strengthening Responsible Research and
Innovation. Luxembourg: Publications Office of the European UnioAlso, R. von Schomberg (2011Y.owards
Responsible Research and Innovation in the Information and Communication Technologies and Security
Brussels: Directorate General for Research andnovation, European Commission

3 The External Advisory Board (EAB) is a scientific advisory board established in order to support the
RoboLaw research activities and it expresses advises on the Deliverables elaborated by the consortium. The
members of EAB are: ®f. Francesco Donato Busnelli; Prof. José M. Galvan Casas; Prof. Martha J. Farah; Prof.
Stefano Rodota; Prof. Maxim Stamenov.
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and positively affirmed by the Charter on fundamental rights, buparticular attention, and possibly

a peculiar legal status in some respects, should also be given to those that respond to societal needs,
therefore contribute to achieve normative goals such as equality of opportunities, justice, solidarity
and to improve the quality of life of the European citizens, especially the more deprived and
vulnerable. The Capability Approachitfra, 8§ 4.1) also provides an important normative framework

in this respect.

The input for regulating advancements in robotics coming frm the researchers and the
industries that operate in this sector is driven by concerns regarding safety, risks and liability.
While taking into account these factors, which can act as barriers to innovation and development,
OEA POI EAAOS O edokér ashddts thah We deein AHoddAbe an essential part of any
attempt to contribute to the governance of science and technology. Issues of justice, solidarity,
protection of fundamental rights, non discrimination and prevention of exclusion have been
regarded as critical for the regulatory assessment of robotic technologies.

2.1 The ethical analysis embedded in the legal analysis

yT  OEAx 1T &£ OEA 21 AT, Ax PDPOTEAAOGSO 1 AET CITAI
challenges posed by emerging robotic teclologies and drafting recommendations for the
European Commission, a thorough and systematic ethical analysis of said technologies was also
undertaken. This investigation was necessary in order to identify the challenges at stake and
provide the subsequentlegal analysis with conceptual tools able to portray both the values and the
ethical drawbacks pinpointed in the current theoretical debate.

In order to conduct ethical analyses for different types of robotic technologies in a coherent
and comparable fashbn, a methodology was drafted, that defines the type of ethical analysis that is
more appropriate in the light of the final objective of the research, and how it should be conducted
(Bisol, Carnevale & Lucivero, 2013). The method that has been describeddaadopted not only
allows to situate the specific analyses against the backdrop of the current approach to ethical
reasoning, but also tries to capture the issues that are more closely linked to the purpose of the
21T AT, Axd DOT EAAOh /piindipleg bkolightGdewad byGhe FoboEtidc leEatui@.

One of the features of the chosen approach that permits to meet the RRI model is the
inclusion of both the public debate on robotics and the academic literature, since they highlight
different aspeds and perspectives. Furthermore, a broad range of stakeholders were involved in
the discussion concerning new technologies and their normative assumptions and positions were
discerned, with the purpose of improving the process of governance of robotics ®gtablishing the
conditions for participation and democratic deliberation. Besides supporting a participatory
method in the reconstruction of the issues at stake, a techrethic approach reveals values and
human interests that robotic technologies may comibute to advance and uses them as guiding
principle for the legal part of the regulatory endeavor. At the same time it provides institutions with
the capacity to appraise the risks purported by robotic technologies, which have to be taken into
account inresponsible decisiorrmaking about the technologies in question.

2.2 Science, technology, and regulation intertwined.

Any proposal for regulation of robotic technologies has to ground on the extant debate on
the interplay between law, science and technolog The attention devoted to the contents of the law
to be adopted could not avoid to confront the debate on the kind(s) of regulation that is better
suited for this task. A constant line of investigation throughout the research has focused on this
relationship and addressed the multiple ways in which the regulator can tackle such an evolving
object like technological development (D2.1, 2012; Palmerini & Stradella, 2013).
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Since the recognition that thedichotomy between science as a fadtnding domain and baw
as the realm of the@ught-to-bedno longer represents the reality, the mutual acknowledgment of
the respective boundaries of science an®1 | EAU EAO A A Adopraddctohdxeyidd AU
(Jasanoff, 1990). The law is more and more involved in regulag scientific activities, products and
results; at the same time legal intervention is often grounded on expert knowledge and scientific
notions and concepts penetrate legal categories. TH@louble bindd between law and science truly
produces aybrid knowledged (Tallacchini, 2002: 339 f.), within which contributions from both
actors complement each other and reciprocally elicit and legitimise its contents.

New regulatory forms and an array of legal tools that can be deployed in order to capture
this complex connection have been thoroughly analyzed in order to identify the sources of law at
stake in the perspective of regulating technological development.

The key elements to be taken into account in this endeavor are the transnational nature of
technological innovation and its shifting and sometimes abruptly transforming nature; the
technicalities inherent in the regulation process of such phenomena and the need to resort, to some
extent, to technical delegation (Zei, 2013); the need to adhere to a set ahflamental principles
shared at the European level (see 8§ 4.1; Koopsal, 2014).

These elements converge in order to indicate that a general frame of principles agreed at
the European level would better serve the purpose of fostering innovation in theobotic domain in
Europe, and giving the correspondent market an important push in terms of competitiveness with
external markets. This framework should attain a twofold objective: on the one hand, it should
contribute to identify the main goals and achievments expected by advancements in robotic
research and industrial applications; on the other hand, it should serve to settle on a nucleus of core
fundamental rights and freedoms that developments in the robotic field may infringe and that, on
the contrary, have to be regarded as intangible.

2.2.1Robotics and regulation by design

Science and technology are no longer simply a target of regulation, but have become both a
regulatory actor (through risk assessment/risk governance for instance) and a regulatorool, by
incorporating regulation and legal compliance into the technology itselfThe concept of techne
regulation and D O BT OE OE | dode al&dasd (fonati@e technologyd (Yeung & Koops,
2008) highlight the fact that technologies can play a redatory role. Norms can be directly
incorporated into technology in the sense thata command andthe compliance to it are imbued in
OEA OAAETTiIT CU EOOAI A£8 &1 DwhiEn rieénA ithatAdata deCiBnO A A U
safeguards are built into producs and services from the earliest stage of developmengtis deemed
to become an essential principle in EU data protection regulationAs robots have to function in
complex social environments, an increasing body of research and literature is investigatirige
utility and the feasibility of implementing in the machines an entire set of ethical and legal
requirements, so that they behave according to social and legal rules. A study accomplished within
the project has shown that robots compliance to a given mmative framework is extremely difficult
to realize from a technical point of view, and can also be questioned under several other aspects,

4 See Communication from the Commission to the European Parliament, the Council, the European
Economic and Social Committee anché Committee of the RegionsSafeguarding Privacy in a Connected
World. A European Data Protection Framework for the seCentury, COM/2012/09; and the Proposal for a
Regulation of the European Parliament and of the Counah the protection of individualsvith regard to the
processing of personal data and on the free movement of such @@eneral Data Protection Regulation),
COM(2012) 11 final, Brussels, 25 January 2012.
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AGO EO 111 AOEt indverom &fbchs o0 1BeArégatidd of human beings to a focus on
the regulation ofOT AT OO0 AAEAOE|T Qucieb®@iLédges 2048.0ECT 6

3. What is a robot?

In order to propose a regulatory framework for robotics, it has been necessary to provide
an explication of OEA OAOI OOI AT 66 OEAO AT 01 A AlgghléalisB.O0A O
As a matter of factO E A @ohdbdcan @ean different things to different peoplesince there is no
agreement on its meaning neither among professional users (i.e. roboticists) namonglaypeople.

Virtual robots, softbots, nanorobots,biorobotics, bionics, androids, humanoids, cyborgs,
drones, exoskeletons are just some of the terms currently used to designate a robot, or some
AOPAAOO T &£ EOh ET OAEAT OEZEA AT A DI BOI AO 1 AT COAC
becomi ¢ OOT AT OEAOG6 EO EI AOAAOGEI ¢ AOA OiF OEA OOA
technologies as well as due to an indiscriminate use of the term robot in popular and academic
language, on the other hand, it becomes increasingly difficult to point out ¢helements that make
Ol AT OO0 O1 ENOGA xEOE OAOPAAO O 1 OEAO OOEET Cc0O068 4E
Ol AT OEAOh AOA Ai Al Ai AGEA 1T £# OEA AEAZZEAOI OEAO EI
xEAT ) OAA 11, 289).;j Il CAl AAOCAO

It is worth noting that far from solving the issue here, in the next paragraphs we will
AAOAOEAA ET x OEA OAOEAOU 1T &£ I AATEIT CO AOOT AEAOGAA
RoboLaw project.

According to the most widespread understanahg, a robot is anautonomous machine able to
perform human actions Three complementary attributes emerge from such a definition of robot
They concern:1) physical nature it is believed that a robot is unique since it can displace itself in
the environment and carry out actions in the physical world. Such a distinctive capability is based
on the assumption that a robot must possess a physical body. Indeed, robots are usually referred to
as machines® 2) autonomy: in robotics it meansthe capability of carying out an action on its own,
namely, without human intervention. Autonomyis usually assumed to be a key factor in qualifying
A OEEIT ¢ AO A OOT AT 06 10 AO OO1T AT OEAG68 )1 AEAACQ
authoritative sources such aghe International Standard Organisation (ISO 13482), there ialways
a reference to autonomyg Finally, 3) human likenessthe similarity to human beings. e ideathat a
robot should be humanoid in its appearance and behavious deeply rooted in the imaginary of
people as a result of the effects of popular culture and our tendency to anthropomorphism.
However, the design of human morphological and behavioural features may have functional
motivations: indeed, the human form and behavior are evidently thévest models forsolving the
problems related to the interactions of the robot with the environment and human beings
(Breazeal, 20@). It should be pointed out here that with the advent of service robotics neither can
users be exclusively identified with trained operators, but the category encompasses potentially
anyone, nor is it possible to assume that robots operate in industrial environments only, since
applications may span from the sitting room to the inside of a human body. Although human

st AAT OAET ¢ O OEA AEAOQEITAOU A OT AT O séries ofaétions AAEET
automatically, especially one programmable by aomputerd § / %$h ¢mpt1 (8
6 See definition of robot given in frb.
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likeness isstill pursued by many roboticists (e.g. Honda Asimov), the number of robots which do
not have a humanlike design, such as drones or surgical robots, is increasing.

An alternative way to make sense of the word robot, less subjective with respect to the one
described above, would be to look at a robot main components. Indeed, there is a widespread
consensus among practitioners in describing a robot as consisting of four main elements: sensors,
actuators, controllers and power supply. However, the drawback afuch an approach is that given
the large diffusion of sensors, actuators and microontrollers in almost all technological products,
too many devices could qualify as robots. Indeed, even a computer connected to a printer should be
considered as a robotsince it possesses all of the above components. The problem is that many
roboticists would not agree (Bekey Lin & Abney 2011).

In the framework of the RobolLaw project, instead of attempting to elaborate a new
definition of robot, we devised a taxonomy ofobotics, which, by classifying the main features of
robots, allowed us to make sense of the plurality of uses and applications (Salvini, 2013). The
taxonomy consists of six categories or classes, which have been identified by taking into account
the mostrecurring features appearing in definitions of robots’

1) Useor task. It refers to the specific purpose or application for which the robot is
designed. Indeed, the etymology of the word (fronCzechrobotah | AAT ET ¢ O AmQidsAA 1 A

that robots AOA 1T AAT O O AAOOU 166 A ET A 1T O OAOOEAAS

Appl EAAOETT OEAO AAT AA OEI OCEO 1 &5 j-00PEUhKh ¢
into tow macro categories:service and industrial applications.
2) The environmentis the outside of the robot, the space where the robot will carry out

its actions. Within this category it is possible to make a macro distinction between physical and
non-physical environments. In this way, it is possible to bring together robots tt operate on
space, air, land, water and the human body (or other biological environments) and those working in
cyberspace, such as softbot.

3) Nature refers to the way in which a robot manifests itself or exists. Within this
category it is possible to détinguish between two main subcategories determined by the type of
embodiment: embodied and disembodied robots. Machines, hybrid bionic systems and biological
robots belong to the formersub-class,while software or virtu al agents belongs to the latterin this
way, it was possible to avoid discriminating robots by the material they are made of, and therefore
enlarge the definition to comprehend software agents (also know as virtual robots or softbots),
artificial biological robots, such as nanorobots Pong, Subramanian & Nelson, 20Q7and finally,
hybrid -bionic systems, which are made of biological and mechatronic components (e.g. limb
prosthesis).

4) Human-robot interaction (HRI). This category takes into account the relationship
between robots and huma beings. It is a varied category including modes of interaction, interfaces,
roles, and proximity between humans and robots.

5) Autonomy specifies a robot degree of independence from an outside human
supervisor in the execution of a task in a natural erikonment (i.e. out of a laboratory) Within this
category different levels of autonomy can be included: full autonomy, serautonomy and tele
operation. In this way it was possible to consideas robotsboth autonomous vehicles, such as the
Google car (seéanfra, Ch. 2)and the da Vinci (seeinfra, Ch. 3), a tel®perated system used for
robotic assisted surgery

The categories identified in the taxonomy have mainly hermeneutic and analytical values,
since they helpus to make sense of the variety of exigtg applications and provideus with a

7 For an overview of the most recurring aspects in robot definitions see Salvini, 2013, Table 120.f.
8 OED, 2014.
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coherent method for bringing together apparently heterogeneous applications. As a matter of fact,
in line with the RoboLaw consortium decision to favour inclusion rather than exclusion, by turning
some of the most cormon features of robots into general categoriesommon to all kinds of robots
it was possible to turn differences into similarities. Within each category a wide range of
possibilities (including opposite options) may coexist For instance, in the categoryOAOOT 1 1 1 U6
there might be fully autonomous devices as well asufly tele-operated ones; likewise, in the
AAOACIi OU O1 AOOGOAG EO EO bDi O ¢liysichl Ar vifal ORAA G\ @01 AT O«
categories, the task or the robot intended purpose cabe considered as the most fundamental one,
since it subsumes all the others. Accordingly, as it will be explained in § 7.1, four case studies have
been selected by considering their application domain: healthcare (i.e. robotic assisted surgery,
prosthetics, and care) and logistics (i.e. setfriving cars).

Finally and to sum up, the taxonomy points out the peculiarity of each robot, which cannot
be discussed in isolation from its task, operative environment, nature, humarobot interaction and
level of aubnomy. Moreover, until the day in which robots will be able to auto replicate, their
teleology will always be derived from human beings. This means that notwithstanding the
possibilities offered by technological advancements in artificial learning, inteljence,
consciousness, and sentience, the human being will be always the ultimate responsible for the robot
design and use.

4. Mapping robolaw

In order to be able to develop guidelines and recommendations for regulating emerging
robotic applications, it isimportant to first analyze the current regulatory landscape: which existing
norms apply to various robotic applications, and where can possible regulatory gaps or
inadequacies be discerned that require regulatory intervention? An important initial step irthe
roadmap towards developing guidelines for regulating robotics has therefore been to map the
existing regulatory landscape. In order to map this landscape in a systematic way, the project has
first devised a methodology for analyzing existing regulatoryprovisions, which enables knowing
what to map and how to structure and color the map (Koopet al, 2012).

The developed methodologyconsists of two parts. The first part(Koops et al, 2012: 917)
presents concepts and distinctions relevant for identifing and describing norms. It identifies, first,
whereOT £AET A 1101 6h TTO0 TT1TU ET 1T Ax AOO Al O ET O
at potentially relevant jurisdictions and possible legal areas and application areas that regulate
different types of robotics. Second, it identifies théype and statusof norms in the hierarchy of
norms, ranging from fundamental, inalienable rights to norbinding self-regulatory rules, which
have different forms, levels of bindingness, and origins, also depding on the legal tradition. Third,
it identifies the context and purpos®f the norms, as the existence and gist of norms is related to the
stage of technological development, the level(s) and types of risk involved, and the purpose that the
norms aim to achieve in their context.

After having identified and briefly described norms, an inventory of robotics regulation can
use the second partof the methodology (Koops et al, 2012: 1822) to provide a morein-depth
analysis of the regulatory field. This pg zooms in on the identified norms, by providing concepts
and distinctions that can be used to classify and compare them. Potentially, relevant aspects for
classifying norms are the regulatory pitch, range, tilt, and connectivity; whether and to what exté
the norms involve fundamental legal concepts and values; and which (possibly hidden) constraints
and perspectives (e.g., cultural or linguistic frames or cultures) underlie the norms. Norms can
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subsequently be compared through the method of comparativkegal research, which should take

ET O AAAT OT O All AEEEAOCAT O O&F OiI AT 666 AT 1 BT OEI
recommended approach is to ask questions and describe cases of regulatory relevance, related to
different developments in robotics, and to analyse how different legal systems address these
guestions and case¢Koopset al, 2012: 22).

The methodology and comparative approach has subsequently been used by the project
team to map the existing regulation applying to various roboticepplications (Leenes (ed.), 2012).
The analysis focused on those areas of law that are most likely to have a general bearing on the
broad field of robotics. Five common legal themésan be identified as having the broadest bearing
on robotics regulation: 1) health, safety, consumer, and environmental regulation; 2) liability
(including product liability and liability in certain sectors); 3) intellectual property rights (both to
the robot itself and to works created by the robot); 4) privacy and data protdon; and 5) capacity
to perform legal transactions, e.g., whether intelligent agents can enter into contracts.

1) An extensive set of Etbasedhealth and safety requirementss relevant for robots and
robotic technologies. The requirements aim at proteéhg workers in factories against the dangers
of (heavy) machinery and equipment. For industrial robots, specific regulation (for instance 1SO
standard 10218) has been developed. In contrast to industrial robots, which are applied in a
controlled and well-structured environment, service robots are applied in less structured
environments for a wide range of tasks, often by people with no specific training. As robotic
applications move from structured, professional environments of industry into hospitals, homse
shops, and the street, a new wave of regulation will have to be developed to cope with the specific
health and safety issues that emerge in these new environments. Differences in safety risks and
levels of user training will affect the nature of safetyequirements and hence the design of the
robots. Another relevant finding is that there is a complex interplay between different regulations,
xEEAE EI1 O11 OA AEAZAOAT O OACEI A0 &£ O AEAZEAOAT O O
hazardous sibstances and product safety requirements to rules on disposal of waste equipment.
Depending on their type, they fall under general regimes of consumer goods and product safety but
also potentially under product-specific regimes, such as toys or cars. Thiemplex interplay merits
further study for determining which sets of legal requirements obtain for which types of robots and
robotic devices, in order to see whether gaps in legal protection or conflicting rules exist for certain
specific robotic applications (Leenes 2012: 31-60).

2) Robots cannot be heldiable themselves for acts or omissions that cause damage to third
parties under existing legal regimes. However, manufacturers, owners or users of robotic
technologies may be held responsible for damagh AOOAA AU OI AT 66h EAZA OEA
behaviouD AAT AA OOAAAA AAAE OI OEAI AT A EZ£ OEAU A
behaviour under rules of fault liability. Moreover, they can be held strictly liable for acts or
omission of the rolot, for example, if the robot can be qualified as a dangerous object or if it falls
under product liability rules. However, it is hard to provide evidence of the link between human
behaviour and damage caused by robotic technologies, particularly in casedere a person cannot
distinctly control the actions of a robot. The damage may also be the result of a multitude of factors,
CEOAT OEA AT i Pl AGEOU 1T £ O1 AT 608 &EO1 AGETTEITC AT A
factors. This makes the liabilly risks difficult to estimate, which can lead to legal uncertainty that

9 Another key common theme, namely fundamental rights protection, has been singled out for
separate treatment, since it is an overarching theme that affects all aspects of robotics regulatipseeinfra, §
4.1.
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may have to be addressed by the legislature. The law should strike a careful balance between the
conflicting interests of manufacturers, users, and third parties, and between risk regption and
stimulation of innovation (Leenes, 2012: 61134; see alsdnfra, § 5)

3) Robatics inventions and products can be protected bintellectual property rights (IPR),
such as patents and trademarks and copyright. There are no legal provisions ttsgecifically apply
to robotics, but existing legal regimes and doctrines can relatively clearly be applied to robotics.
Nevertheless, there may be publipolicy reasons to extend or reduce the protection afforded by
IPRs, and further research is needed taletermine whether the current application of IPRs
sufficiently meets the needs of the robotic industry and society at large. A second HrEated
guestion is whether robots themselves are capable of producing copyrightable works. The UK has
dedicated legslation with a positive stance to computergenerated or robotgenerated works
(although it is debated how this should be applied exactly), whereas other countries lack such
legislation and seem to deny the possibility of such protection. This is an area are the law as it
stands does not come up with clear answers. Issues that need clarification in legal research and
practice are, for example, what exactly is a computegenerated work, who is the initial rights
holder of such a work, and how the criterionl £ AT O1 xi E1 OA1 1 AAOOAT AOA
computer-generated works(Leenes, 2012: 135158).

4) Many robots will contain information technology and many of those are likely to process
sensor data. When these data concern individuals, the procesgiof these data by robots is subject
to data protection regulation involving requirements relating to, among other things, transparency,
security, and lawful and fair processing. The data controller (this will often be the owner) has to
comply with the data protection requirements. The emerging field of privacy by design can prove
useful in making and keeping robots data protectiorcompliant. Some legal requirements can be
Ei Bl Al AT OAA ET OEA OI AT 660 OI £O0x AOA AdedcryiEionO A O £A
and data access control. Requirements such as informed consent can be implemented in system
design, for example through interaction with users via displays and input devices. Designing in data
protection is not only relevant for compliance puposes, but it can also improve social acceptance.
However, there are significant differences in data protection frameworks between the EU and other
jurisdictions, which could make it difficult for manufacturers catering for the international market
to dedign in specific data protection ruleg(Leenes 2012: 159-188).

5) Software agents are becoming more intelligent and capable of taking over tasks
traditionally done by humans. Also physical robots, such as companion and care robots will become
more sophistcated and may have to be equipped with a capability of rendering basic services
beyond pure material care, such as assistance in purchasing food, drugs, newspapers, or bus tickets.
For such applications, it could be useful if robots would have theapacity to perform legal
transactions Robots currently do not have legal personality; in the current legal frameworks, they
AAT 1110 AAO AO Oi AOA Oiii1066h Oi OEA 1ACAI OAOE
the law. Basic requirements for granting legal personality to nofuman entities, such as
corporations, are that they are registered and have property. Registration requirements could in
principle be extended to robots (including requirements on how robots can prove their registered
identity); the capability of owning property is less easy to create, although legal constructions could
be devised to accommodate this. Another issue to resolve libbots were to be granted legal
personality is how disputes can be resolved in which the robot is a party; how can they be
represented in court?(Leenes 2012: 189-227)
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The map of existing regulation pertaining to robotics applications demonstrates that fmt-
specific regulation does not exist in most fields. The map of the regulatory landscape consists
primarily of a broad description of legal areas in general, in which relevant elements and doctrines
of the respective fields need to be applied to concretéorms of robotics. This often involves
considerable interpretation and an assessment of the rationale underlying existing legal provisions,
to determine whether, how, and to what extent specific forms of robotics are regulated in different
legal domains.As such an assessment often also contains a normative elemenudging whether
and how specific forms of roboticsshouldbe regulatedz it is helpful to take recourse to a shared
normative framework that can guide the evaluation of the regulatory implicabns of robotics.
Hence, a second major element of the roadmap towards guidelines for regulating robotics involves
an analysis of the role of fundamental rights and liberties in the European context.

4.1 The protection of fundamental rights and liberties i n the European research and
market sphere

Technological advances, together with the economic power of companies and research
institutions, are often held responsible for producing knowledge and industrial applications
without any concern for the exposureat risk of democratic values and human rights. On the
contrary, the concern for the protection of fundamental rights potentially undermined by
technological developments has recently become a characteristic feature of European science
making.

The objective of undertaking a comprehensive analysis of regulation needs with regard to
robotic technologies does not take place in a void: a theoretical framework and a tissue of rules to
which many robotic products and applications can be finduned already exist,as the first phase of
the research has tried to highlight in a systematic way. But, in this respect, the most general legal
and ethical environment to be taken into account is given by a common set of overarching
principles that are shared in the contempoary European legal order.

Human rights are in fact an essential apparatus to deploy in order to promote and
guarantee responsible advances in science and technology. The protection of fundamental rights
has played different roles throughout the study: it as provided a background on which to test the
desirability of different robotic applications; it has contributed to design the safeguards that have to
be observed in order for future developments to be consistent with values we hold dear; it has
directed the analysis on the human capabilities that are affected by robots and therefore are
potentially relevant for the regulatory effort undertaken by the RobolLaw project; finally, it has
offered a constitutional legal basis on which specific rules for certainobotic applications can be
grounded and justified.

@bl 1 OET ¢ A£OT AAI AT 6A1 OECEOO AOG A OA OI OAEOGO
guestion whether fundamental rights are menaced by new technical opportunities purported by
robotics, and whether,on the contrary, an efficient and proactive protection of fundamental rights
and liberties proclaimed at the European level requires to foster innovation in robotics also by
means of especially designed legal rules or inventive interpretation. Many rightecognized at the
national and supranational level are certainly affected by developments in robotics; a (provisional)
catalogue of these rights and the ways in which they can be altered or transformed or made
effective through different types of robotictechnologies have been enumerated (Koopst al., 2013).
The resulting question whether there are legal gaps in legal protection of fundamental rights due to
new forms of aggression brought about by robotics has been addressed (Gasson & Koops, 2013);
subseauently, the need to establish new fundamental rights or to enlarge the scope of the existing
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ones in the light of novel risks of infringement has been confronted (Koopet al, 2013). A third step
was to investigate whether and to what extent the constitubnal framework could point to
AAOGAT T Pi AT OO ET O1T Ai OEAO OEAO xi Ol A AAOOAO £&OI
implementation, so to impress a beneficial direction both to the legal and the scientific endeavour.
The values that appear relevanin this respect are equality, solidarity, and justice and, within the
value-based structure assumed by the European Charter of Fundamental Rights, the principle of
non-discrimination (art. 21), the rights of the elderly (art. 25) and the integration of pesons with
disabilities (art. 26), the right to healthcare (art. 35), and to consumer protection (art. 38). Robotics
products that are developed for applications in the healthcare context; care and companion robot
used for the assistance of the elderly, tbelp them live an independent life and be socially active;
advanced prostheses, orthoses and exoskeletons that can improve the quality of life of persons with
various types of disabilities: these applications have been given a special attention in the peat
research, in consideration of their correspondence to qualified social needs and the ability to meet
and accomplish core values.

These social needs and core values are intrinsically related to the notion of human
Al 1 OOEOEET Ch x EE Ads anGedGaAdiad & soukok Aftagefic ah@ Wwarth in her own
OECEOG j . OO0OAAOI h ¢mnmnd owg8 41 £ OOAO EOI AT &I
Martha Nussbaum and Amartya Sen provides a productive framework, emphasizing that human
well-beingdA DAT AOG 11 OxEAO PATPI A AOA AAOOGAITT U AAT A O
OEAT 1IiTEETC AO AAOOOAAOD AA O barigEidappriadEprévidds @A C A |
perspective of how humans are empowered to do something, which is a uskperspective to apply
in the European regulatory framework that is built on human rights and fundamental freedoms

(Lucivero et al, 2013: 5).

The Capability Approach includes the environment of humans as an important factor in
understanding human capabilODEAO8 4EA EAU OI 1T A OEAO OAAETITITCU
been further elucidated in philosophy of technology and Science and Technology Studies.

The relationship the human being entertains with technology has already in many ways
changed our bodes and our perceptions of what is outside and what is inside it, leading in different
ways both to an extension of capabilities beyond human reach and to an inclusion of things and
devices into the body itself. An approach based on the impact of robotioa human capabilities has
Al 01 AAAT AAT POAA AAAAOOA EO EO OAI AGAT O ET OEA
may not be wellaligned with human capabilities that did not exist or that were substantially
different, at the time they wereA OA £O A A 8§ etjal, 20B8E8)H Atéchnologies modulate what
we value and how much we value it, an understanding of the relationships between technologies
and human capabilities sheds further light on the interaction between these technologies andiro
moral standards and values, making the technological dimension at least as important as the
biological and social dimensions of human capabilities (Luciveret al, 2013: 5). It is important to
realize that technologies do not only afford new or enhanckcapabilities, but may also lead to the
loss of existing capabilities through a variety of means (examples of this type are discussed in
Luciveroetalh ¢mpod on A8Q08 4EEO AOAI AEAOAAQAO 1 &£ OAl
be always consilered in ethical and regulatory analyses of robotics.

The ethical approach entrenched in the Capability Approach, which also has legal
implications, allows us to highlight the ways in which technologyrelated changes in our values can
be assessed: we cardistinguish between those developments that contribute positively to
intrinsically valuable human capabilities, and those developments that contribute negatively to
OEAOA AAPAAEI EOCEAO 10 OEAO 111U Ei DPAAO EGUOGAADA
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contributing to human flourishing. Such an assessment will inevitably touch upon the principles

and values that are affirmed in our constitutional protection of fundamental rights. Based on this
perspective, we can determine which technology devefmments should be changed through
regulatory efforts, or should receive a lower prioritization in policies aimed at technological

ETTT OAGETI T h EAZA OEI OA OAAETTI11TcU AAOGAITTDPI AT OO 1
ET O000I AT OAl AAPARBR2EBEOEAOG j/ 1 OOAOI AE

Furthermore, this approach gives us the opportunity to rethink philosophically and
anthropologically the theme of disability as part of a revisited human condition. Disabled
individuals cannot be protected until we understand that disabilityis not a mere pathology, but a
universal perspective of life. Disability is an expression of the human condition, which cannot be
conceptualized merely as a deficiency or human minus. Conversely, disability has shown us that
everyone can become disabled,drause humans are naturally and culturally vulnerable. For this
reason, we build societies and create technologies to overcome these difficulties of life, but in so
doing we become culturally vulnerable because social life requires to be increasingly supped by
technological implementations (Carnevale & Bonino, 2013).

Bearing in mind that some robotic applications, namely those intended to help the elderly
and the disabled, foster fundamental values, the analysis has focused also on the ways to provide
the right incentives for their development, which we deem desirable. This specific perspective has
led for instance to propose special rules in the context of liability for damages deriving from the use
of prostheses, in order both to shield the producer frm excessive liability (thus providing correct
incentives for expanding research and the market for such technologies), and to compensate the
victims (Bertolini, 2013; see alsojnfra, Ch. 4, § 4.2). The same rationale can apply to surgical and
care robots (see, respectively, Ch. 3, 8§ 4.7; and Ch. 5, § 3), and, to some extent, to automated cars
(see Ch. 2§4.2).

Given this background, special attention has been given throughout the research to the
possibility of introducing robotics in healthcare (seeinfra, 8 7.1). This field should be considered
strategic for European intervention in response to the challenges of increasing the quality of
healthcare, and offering better treatment to the patients in terms of early diagnostic and effective
treatment of diseases; reducing the costs associated with modern medicine; supporting disabled
people with technologies that overcome their motor or sensor impairmentand confronting the
problems brought about by demographic change, with population ageing, increasing denthfor
healthcare, decreasing availability of care providers, excessive burdens for family carers.

5. Risks and responsibilities.

4EA POT AT AT 1T &£ AAT ACAO T AAOOOAA AOGA O1 O1T AT O
are generally considered the mostpressing questiors by researchers, manufacturers and other
stakeholders (Bekey, Lin & Abney, 2011)The Economist Special Repodited above stressed
DOAAEOAI U OEA MEAAO OEAO Oi AT OEAAOOOAOOS OAAET EA/
might easily outrun their capacity to deal with the resulting liability issues, especially if the robots
I DAOAOA ET OEA ETIAO T&£ Al AAOI U PATPI A xEOE Al C
this assumption can only be sketched.

First of all, it is necessary to take into account the increasing complexity of technological
products and systems. This aspect is not distinctive of robotics, but robots contribute further to it,
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reducing the scope for human control and oversight (von Schomberg, 2008: 333n the setting of

complex robotic systems, roles of many different individuals overlap and are tied one to another;

the overall process of building and making a robot operational involves multiple actors that

sometimes contribute to a segment and haveat control, or even understanding, over the entire

device and its functioning (Wallach, 2011: 194). The difficulties in ascertaining responsibility for

accidents in complex systems ask for rules that allow compensation of damages, but also spread its

costs among the multiple actors, that, intervening at different stages in the production and

distribution process, may be called to bear the consequences according to innovative schemes.
I'TTOEAO OAOEAAT A 1T mOAT ET AEAAOAdspediddcasedsBnel C |

increasing autonomy that these machines display and their learning capacity, that render difficult

to assess responsibility. Autonomy, at different degrees and extents, is a characteristic feature of

robots, that has to be implementedn machines, if we want them to be able to operate in complex

environments, where they will encounter influences that their designers could not anticipate, and

will receive new inputs that can impact on their behaviour in an unpredictable way. The

assumpE 1 1T OEAO OAT UOEET C A OT AT O AT A0 EO OEA OAOOI

iITTuU xEAO EO EO ET OATOEITAIT U DBOITCOAIiT AA O1 Al

i "AEAURh , ET ©Q ' AT AUh ¢mppQ8 &OOOHMXIIJAIAR AH G H

(Arkin, 1998), i.e., modes of behaviour which were not predicted by the designer but which arise as

a result of unexpected interactions among the components of the system or with the operating

environment. This unpredictability of behaviour would challenge the principle underlying most

common rules on liability for damages, that is the control that the person deemed to be responsible

can exert over the action of the damaging agent. The conclusion is that the traditional ways of

responsibility ascription, based on negligence or deriving from failing to take proper care, are not

compatible with increasing unpredictable machines, because nobody has enough control over the

machine action (Matthias, 2004).

A third element to be taken into accant while discussing the issue of robots and liability is
the great variety of potential uses and contexin which the consumers can decide to deploy robots,
that designers and engineers will not be able to envision in order to adopt the necessary safegisa
(Asaro, 2007: 2). Moreover consumers could interfere with robots as long as their software system
works on an open platform, that would be open to third party innovation that a manufacturer could
not anticipate (Calo, 2011).

Several analyses share thiview on the special features that robotic systems exhibit and
invite to address this responsibility gap, but then part when try to envisage possible solutions in
terms of legal remedies. The main responses provided by the scholars can be clustered irteé
groups.

A first proposal is to limit liability, as a way both to boost innovation in the robotic industry,
by reducing the fears of liabilityrelated costs, and to exclude that producers have to bear
responsibility for risks that could not be avoided notwithstanding the care in informing and
AARAOCECTI ET ¢ OEA POl AOAOO8 4EA OAT I DPOT T EOGA AAOxAAI
ET AAT OEOEUA OAEAOUS x1 O A EAOA POAAAAAT 0O ET OE/
do with their guns, on he assumption that robots can be put to multiple uses not all of which can be
predicted and warned against by producers, or in the immunity enjoyed by web providers. A
GQelective immunityd for open robotic platforms manufacturers would avoid disincentivesto open

robotics while preserving incentives for safety (Calo, 2011: 131 ff.).
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A second solution resorts to the creation of legal personhood for robots in order to make
them responsible for any damage they may have caused (Leroakal, 2012). The proposl comes
from the observation that robots are being programmed to show increasing adaptive and learning
capabilities, and can therefore react unpredictably to the inputs they receive from the environment.
In these cases, the attribution of liability to theOT AT 08O 1T xT A0 AT O1 A OOEI T
models such as the vicarious liability for injuries caused by animals, or the parental responsibility
£l O AAI ACAO DbOiT AGAAA AU T ETT 008 "0OO0O A1 OEAO OAE
that prif AOAAOR BOT COAI T AOh T xT A0 AT A OOAO AOA AOGOOI
entity that seems to be capable of expressing embryonic but growing levels of autonomy and
O OAE A Abid&:BB.@uildingjon the reasoning about the forms of respwibility arising from a
OT AT 660 AAOGETTh A 11T 0OA CcATAOAT AEOAILDOBBAK).TT OI
Ol AAOGOTTEA DAOOITEITAd EO Ail1 OEAAOAA A bi AOOE/
agents) that display a certain degree of danomy and interact with people. Robots would have to
be registered and equipped with an asset in order to be able to compensate for damageddifil
obligations. Different choices could be made regarding how this financial basis should be composed

and funded.

A third solutionisbyET AOAAOET ¢ OEA 1 x1 AO6 OAODPI 1T OEAEI EOI
that the party aggrieved by the robot would encounter many difficulties were he/she to prove the
negligence of the owner and/or the causality, due to theamnplexity and the lack of transparency of
highly sophisticated machines to the ordinary citizens. The reason to apply a strict liability instead
of a negligence standard would stem from the fact that the owner is a beneficiary of technology and
can obtainadditional advantages in introducing robots into his organization. Many national liability
rules enforce this paradigm for damages brought about by a thing or a person that is included in the
organization of work or that is owned by the tortfeasor. The rdi £ OAAA 1T x1T A0 O AA/
would be accompanied, in this proposal, by a liability cap limiting the amount of damages the same
person could be called to compensate and also by some forms of insurance, that often supplement
the model of strict liability, and could make the system more feasible and sustaini@bwhile
innovation progresses (Decker, 2014)

On the background of this discussion on liability for robot related damages, an emerging
field of inquiry, known as machine ethics, introduces another vaable to the debate. Machine ethics
studies propose of installing the ability for moral reasoning in the autonomous systems, in order for
them to be able to confront unexpected situations and react appropriately to unanticipated inputs
(Wallach, 2011; BekeyLin & Abney, 2011). This result should be attained by equipping robots with
a code of conduct that enables them to take moral decision, and this can be done according to two
main technical methods, topdown and bottom-up (Wallach & Allen, 2009). The progect of
intelligent robots has to be taken into account in the choice of the optimal private law remedy to
deal with robot-caused injuries, but it is not a stanehlone solution, that would settle every possible
conflict. Even if this approach should becomeaechnically feasible, it would not strike out the
problem of ascription of liability for damages; these could be reduced, but nevertheless occur and
therefore the need to solve the issue remains.

6. Robotics and human enhancement technologies

Piercing into the debate on human enhancement has been a natural outcome of the research
on prosthetics and more generally body implants, since said technologies not only can restore lost
or impaired functions, but can also improve and strengthen them to a degree ottvéise not
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attainable by human beings. Robotics qualifies in fact as ooéthe most powerful means to achieve
the enhancement of the human being although probably not the most controversial one, partly
because it does not introduce changes in the humarature that can be passed on to the offspring.

The subject of human enhancement, being extremely broad and rich, cannot easily be
captured in an adequate way. This happen because it is widespread throughout diverse disciplines
that confront it from their p eculiar angle; it is very fragmented since multiple perspectives open up,
depending on the technical mean used to achieve enhancement or the kind of function it impacts
iT8 O AT AOEA6 AT A OPEAOI AAT 11T CEAAlI 6h abdeinepi EQE O
pose different problems, and a provisional conclusion has been offered exactly in the following
OAOIi orkindd dnhancement will need to be treated on its own, weighing the benefits of the
technology against the costs it may impose, as welba OEA AT OO0 1T & OACOI AOE
However, said possibilities can also be explored within a more general theoretical framework
where the same set of questions about human enhancement as such has to be posed. Another
reason that explains the difficulties in offering a comprehensive account of the debate is that it
grounds on concepts and assumptions that are not fully defined and continue to be discussed
among scholars, engendering further complexities to be dealt with. Moreover, the debate is
developing not only on a theoretical level, but it has invested political institutions that have
commissioned reports and studies on the topic, which proves to be a prominent aspect of the
current bioethical scenario BMA, 2007; Danish Council of Ethics, 2010 OAOEAAT 080 #1 O
Bioethics, 2003; Nordmann, 2004. A theoretical analysis was therefore needeuh order to uncover
the philosophical and ethical aspects involved and to clarify the constraints that apply to the
phenomenon from a legal point of viewThe investigation that has taken place in the context of the
RoboLaw project draws also from other European research projects whose focus is precisely on the
subject d human enhancement in generalg§ee ENHANCE and EPOCHEthics in Public Policy
Making: The Case of Human Enhancement, G.A. n6@60), or on neurcenhancement 6ee NERRY
Neuro-Enhancement: Responsible Research and Innovation, G.A. n. 321464

A general introduction to the topic has been developed in a report (Battaglia & Carnevale,
2013), that was meant to analyze the phenomenon, to illustrate the evolution of the debate, and to
guestion it philosophically. Observing a proliferation of definitions that over the years have been
given of human enhancement, and therefore a conceptual and temmalogical vagueness which
actually persists, this report is an attempt to clarify the terms of the debate. Furthermore it parts
from the mere representation of polarized positions often found in accounts of human
enhancement, and also from the perspectivef single fields of knowledge, and tries to attain a
comprehensive framework as well as to encourage a normative approach that deals with threats,
challenges and opportunities.

In order to map further the debate on human enhancement and provide an examiti@n
from different disciplinary perspectives (law, ethics, technology assessment, philosophy of
technology), a workshop has gathered a mixed group of researche(®5.2 NeuroTechnological
Interventions: Therapy or Enhancement? and following this meeting a book has been pulished
(Lucivero & Vedder, 2013) Both initiatives aimed at challenging some basic assumptions deep
rooted in the discussion, like the distinction between therapy and enhancement often intended as a
boundary-marking line. In reality this binomial cannot function properly because it is blurred in
itself, reposing, as it does, on concepts of normalcy and disability, health and illness, human
functioning and human capacities that are culturébased and normative notions, change over time,
and can hardly be defined and distinguished in a cleacut and uncontroversial fashion. At the same
time, this alternative still permeates the debate and cannot be dismissed if only because for
pragmatic reasons: it serves to decide, for instance, whether amtervention should be paid for by a
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health system or insurance company or no{Coeren, Schuijff & Smits, 2011: 523)An open and

multidisciplinary discussion has further revealed, on the other hand, that common threads and
shared beliefs can be found intte positions commonly considered in radical contrast (Battaglia &
Carnevale, 2014).

Despite the plurality of approaches and definitions, it is worth to start reflecting on the
subject in general and more specifically on the kind of enhancement purported byobotic
technologies. This study can have a prospective relevance in order to define a common European
approach. It has been noted that human biological enhancement can be seen as a competitive
advantage and this adds to the complexity of regulating humaenhancement. Transnational
regulation would be necessary, in order to avoid that restrictive regulation or a ban in one country
is weakened by a more permissive legislation in competing countries (Greely, 200%0enen,
Schuijff & Smits, 2011; see alsinfra, Ch. 4, § 4.3.4A policy to be identified at the European level
would reduce this type of risk and ensure consistency with the constitutional common framework
and with the precautionary principle as broadly embraced in European science society. Human
enhancement may in fact have an impact on the free flow of goods between the Member states, but
also affect the structure of society and values such as distributive justice, solidarity and dignity.
Moreover, safety issues and respect for individual automoy are also at stake, as well as problems
of coercion or, more subtly, indirect coercion; the protection of vulnerable groups and the principle
of non discrimination equally play a significant role in the debate around human enhancement,
being at the sameOEI A OAlI AGAT O 1T AEAAOEOAO 1T &£ OEA %OOI b/
experimental nature of most enhancing technologies, the duty to comply with actual regulation for
medical research is also a problem to be afforded within the, equivocal but to /@ extent
inevitable, alternative between therapy and enhancement. Pragmatic reasons, as mentioned above,
also underpin this distinction, and policy guidance could support national decisions both at the
state and at the professional selfegulation level éout appropriate registration of interventions in
health institutions, and help hospital committees to decide on a cadwy-case basis. All these themes
make the policy and regulatory interest of the European Union both desirable and appropriate with
resped to its competencies and goalsRuud ter Meulen, 2013Coenen, Schuijff & Smits, 2031

7. The need for an analytical approach and selection of
case studies

Given the great number of potential applications of robotics, and the extreme variety of the
features they exhibit, an analytical approach ha to be adopted, in order to carry out an
investigation that could be at the same time exhaustive and precise, but alsmuld give room for
further generalization.

In fact, the RoboLaw project did not start with gre-defined set of applications to analyse,
but it had a more general (and ambitious) objective, that is, the regulation of emerging robotic
technologies. However, given the reason just provided above, concerning the impossibility to deal
with robotics as a homogenous field, because of the peculiarities of each application, it was decided
to adopt a caseby-case approach?

10 The focus is on applications of robots rather tAn single technologies for mainly two evident
reasons: the impossibility to isolate a technology or system from its context of use including the operative
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It is now necessary to clarify why, out of hundreds of possible applications, the RoboLaw
consortium decided to focus on four specificases, namely: selfiriving vehicles, surgical robots,
robotic prostheses, and care robots.

The method used for identifying the applications and justifying their selection derives
mainly from practical qualitative and quantitative reasons. First of all, aso the quality, that is, to
the type of applications selected, the choice was mainly dictated by the availability of engineering
and legal expertise within the RoboLaw consortium. In other words, aware of the importance of
relaying on a deep understandingdf the working of the technologies (i.e. hardware and software),
as well as of the legal and ethical implications, it was decided to restrict the choice only to the
applications for which the RoboLaw consortium possessed both substantial engineering as livas
legal knowledge!!

As a result the adoption of this criterion can explain the exclusion of some ethically and
legally relevant application. Among the most remarkable missing case is, for instance, military
robotics, which is due to the lack of experse in international military law within the consortium.
Similarly, the lack of applications involving drones and underwater robots, although they are
relevant research areas at UoR and SSSA, respectively, is due to the absence of expertise in their
specific regulatory frameworks, i.e. law of aerial space and maritime law.

Secondly, as far as the quantity of the cases is concerned, the short life span of the project
(i.e. 27 months) and the structure of the workplan, with less than 12 months dedicated to ¢h
ethical and legal analysis, restricted the choice to a very limited number of cases.

Although the cases selected are neither exhaustive (the absence of softbots, drones,
nanorobots and military applications is illustrative), nor exemplary with respect tothe ethical and
legal implications raised by robots, nevertheless, they offer a wide range of topi¢slentified in the
categories of the taxonomy discussed aboysee 8§ 3)which are shared by many robots

With regards task,the four case studies seleci can beto distinguished into two major
application domains: healthcare (i.e. prostheses, care and robotic assisted surgery) and logistics
(i.e. selfdriving cars), which can be further subdivided into more specific tasks: on the one hand
surgery, prosthetics, and assistance, and, on the other, mobility. Three different types of operative
environments can be identified, both public and private: public roads (for seMiriving cars),
domestic settings (for care robots), and the human body (for prostheses dnrobotic assisted
surgery). As far as the robot nature is concerned, all the cases selected belong to the category of
OAl AT AEAAS O1T AT 66N EIi xAOBAOh EO EO bi OOEAI A Ol
assisted surgery, care robots, and seffriving cars) and hybrid-bionic systems (i.e. prostheses,
active orthoses and exoskeletons). Finally, concerning the category humawsbot interaction, the
cases offer several kinds of relations between robots and human beings: from functional
substitution or augmentation of human capabilities and anatomical connection with the human

environment and the users and the impossibility to focus on a single technology since the majority of
technologies do not work in isolation but rather as components of technological systems. For instance, a
relevant feature such as autonomy consists of the integration of different hardware and software
technologies, like sensors for perceptual capabilite and controllers for data processing. Among all
technologies robotics is definitely one of the most multidisciplinary.

11 An overview of the research activities carried out at SSSA and UoR is provided in Salvini & Shah
(2013).
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body (i.e. prostheses, orthoses and exoskeletons), instrumental relation with professional
operators (i.e. robotic assisted surgery), to emotional attachment and social interach with non
professional users (i.e. care robots).

In order to assess whether or not the choice of the case studies was reflected by the
perception of the public opinion, an online survey was devised and published on the RoboLaw
website 2 The survey wasaimed at identifying the most relevant applications of robots according
to a four-items triage!3 consisting of: novelty, imminence, social pervasiveness and utility. Given the
limited number of responses, the survey has negligible statistical value. Howevethe results
confirmed the appropriateness of the choice made with respect to the criteria of the triage. Indeed,
out the 10 applications proposed (surgical robots, selfiriving cars, nanorobots, surveillance
drones, companion robots, software agents, saal robots, telepresence robots, industrial robots
and robotic prosthesis), the four cases selected scored the highest values with respect to each item
of the triage4

Most novel application Most imminent application
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Figure 1 Results of the online survey
12 The RoboLaw survey is still accessible at:

https://docs.google.com/forms/d/1Mhbi2H7XAK5CHfA448SQ2NKO0jbgS p3_0jtqz0xCpBM/viewform

13 The triage consists of assessing the relevance aftopic by drawing on three or more parameters.
In the EU funded project EthicBots Http://ethicbots.na.infn.it/ ), the triage was used to identify ethically
sensitive technologies by means of three parametersmiminence, novelty, and social pervasiveness. The
triage depends heavily on the level of expertise of the respondents (i.e. expert vs. layperson). The RoboLaw
consortium decided that the triage was too subjective and required too many different competencés be
considered as a viable method for the selection of the case studies.

14 There is just a minor exception concerning imminence, which will be explained later.
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With respect to novelty, care robots are considered the most novel application. It is worth
pointing out here that novelty measured the degree of newness of the ethical and legal implications
brought about by a specific robot applicatiorand not the novelty of the applcation. It is possible to
explain such a result by taking into account the outcomes of the Special Eurobarometer survey on
public attitudes towards robots (Special Eurobarometer 382, 2012). According to the European
survey, which involved more than 20.000people, among the most relevant worries towards robots
is the fear that they may increase social isolation and reduce human contact, in particular in
applications targeted at disabled, elderly people and children. Therefore, it seenpdausible to
assume that, according to the public perception, the potential effectsaused bythe replacement of
human beings with robots in tasks involving humarO x A Gyualities (i.e.emotional attachmentto
robots) should be deemed as newest with respect to, for instance bje reduction or liability issues
which have been around at least since the Industrial Revolutiorit is remarkable that in the first
four positions there are the applications selected, namely: care robots (46%), robotic prostheses
(40%), autonomous vehices (37%) and surgical robots (36%).

Autonomous vehicles or seldriving cars resulted to be the most socially pervasive
application. In the RoboLaw survey, social pervasiveness measured the level of potential diffusion
of a product or service among peopléi.e. users and non users). The score received by sdtiving
cars can be explicated first of all by considering either the fact that cars are already one of the most
widespread technological applications and that self driving capabilities could furthemicrease a car
usability, by making driving easier and by potentially granting accessibility to currently excluded
categories of users (e.g. blind or people affected by quadriplegia). Secondly, the result can be
explicated also by taking into account the poularity of self-driving cars among the public opinion,
which is due to the extensive coverage received by media (i.e. Google Car) and by the diffusion of
automation functionalities in many existing cars (e.g. ABS, autonomous parking system, speed
control).

As far as imminence is concerned, in the first position are industrial robots. This result is no
surprise if one considers that imminence measured the level of maturity or market readiness of a
robot application. Indeed, manufacturing robots has a longistory (perhaps the oldest) in robotics
applications. The first robot to be deployed in a factory was UNIMATE, in 1962 (Nof, 1999).
Nowadays, industrial applications continue to be the most relevant field in the robotic market (IFR,
2014). What may be surpising is that the public perception correctly identified surgical robots as
the second most imminent robotic application. Indeed, robots like the da Vinci by Intuitive Surgical
Inc. are currently in use in many hospitals worldwide. It seems also correch¢ position of drones
in the third place, which massive usage has been largely demonstrated, especially in military
operations. On the contrary, less accurate seems the score received by software agdimsthe
fourth position), which are currently in use in many web-applications. Such a result carbe
explained by taking into account both the persistent resistance in considering softb®tas robots
and their scarce popularity with respect to hardware applications.

Finally, as far as usefulness is concernedt, measures the level of utility of a robot
application. In the first position are robotic prostheses, followed by industrial robots and surgical
robots. The primacy of medical or health related applications is evidently explained by
acknowledgingthe high social value of these applications.

7.1 A special case for robotics in healthcare.

Three out of the four technologies selected for an idepth analysis are characterized for
their context of application, that of healthcare, and for the underlying functiorof ensuring better
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quality and efficiency in the delivery of medical treatment and care. Robotized surgery (Ch. 3) has
been introduced in order to perform operations with more precision, to reachsites into the
DAOEAT ithbut doénsudgery but with the same accuracy in vision and action, and to gain in
terms of time for recovery. Advanced prosthetics, orthoses and exoskeletons (Ch. 4) are meant to
improve the quality of life of disabled people by restoring or supporting lost or compromised
functions, such as mobility or the ability to grasp objects, more generally all the tasks that a non
disabled person is able to perform. Care robots (Ch. 5) also are to be employed for the assistance
and care of elderly and disabled people, performing several diffent functions: from telepresence
and monitoring safdy, to assisting in daily activities (ex. in fetching objects, reminding of taking
drugs, connecting to family or healthcare professionals)to facilitating or correcting the
movements.

The technologiesexamined (and others that have not been included, such as devices for
diagnosis, rehabilitation or therapy) define a cluster of applications of robotics that for several
different reasons fits very well with the project basic aim and rationale. All of therare triggered by
policy tendencies and social phenomena observed in this sector, which efforts in robotics research
are trying to correspond to: improvement of the quality of medical treatmendg (through high
precision surgery), attempts to increase indepedence and social inclusion of vulnerable persons,
like the elderly and persons with disabilities, population ageing and demographic change, with
expected shortage of (informal and professional) caregivers. These challenges fall quite well within
the bundle of competences and sectors of interventionf the European Union the protection of
health and the right of access to healthcare represent fundamental principles established in the
Charter of fundamental rights (art. 35),while art. 152 of the EU Treatyidentifies the promotion of
public health as a core area for the EU action. Therefore the improvement of medical products and
procedures, and of safety and efficiency in healthcare delivery are suitable objectives of EU policies
to be accomplished also byneans of technological progress, particularly in robotics. The free flow
of goods in the EU market might also be compromised by different regulations in different
countries; in the sector of medicines, the Directive 2001/20/EC on clinical trials has addreed the
same problem, providing a common framework that ensures the free marketability of the final
products in all MS.

At the same time robotics for healthcare is a domain that more than others requires
regulatory intervention and where legislation promating innovation is called for. A report that was
elaborated within the e-Health activities of the European Commission, DG Information Society, in
EOO EAU biilEAU OAATI T AT AAGETT Oh AAOTI AAOGAOG &I O Ot
legal issues in any program devoted to the development of this emerging field (R4H. Robotics for
healthcare, 2008: 8) Moreover, it identifies legal issues as one of the most relevant points to focus
iIT ET OEA OET T TGk QB laid camesAtg théd ®IAOWDOEJf T OEAO OEO
Ei Bl OOAT AA O1 OI1 6Aé8 OEAIh AAET C 1T OEAOWEG®GH. OI AE
This importance of the legal questions depends on several factors, including the unsuitability of the
actual trial procedures, conceived mainly for testing medicines, to experiment medical robotic
devices. In the healthcare setting, the added vulnerability of patients and other people with health
needs and the close interaction that is required in order to respond to them, &il to comply with
stricter standards than in robotics application for human use in general. And the (at least partial)
autonomy of robots deployed in care tasks increases the risks of unforeseen behavior, that cannot
be properly controlled by an impaired user or in emergency situation. Data protection and data
security in the healthcare scenario also figure as relevant concerns to be taken into account while
designing a safe environment for robots actions, considering the enormous potential for collecting
and storing dataz and sensitive data in this case that robotic technologies display.
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In conclusion, a bundle of demographic, social, technological, economic and political factors
that orientates the development of this sector makes it also a specialsmto be analyzed from a
legal perspective, and one that qualifies as an effective context of implementation of the policy
action of the European Union
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2.3 AISBEOEA Q@

* This chapter has been written with contributions by: Huma Shah and Kevin Warwick (88§ 22L3);
Federica Lucivero (§83.13.4); Maurice Schellekens (2-2.3; 4.1:4.4).

File name:robolaw_d6.2_guidelinesregulatingrobotics_20140922.docx
Leader contractor:SSSA Page36 of 215
Participant contractors: ALL




R O bo LaW D6.2 7 Guidelines on Regulating Robotics

1 Introduction

How would a traffic warden issue a penalty notice for a motor offence to a robot cara car
without a human driver? Legal exd OO " OUAT O 7 Al ERApd pBgreésOrieans seld | Od,
driving cars are in the fast lane to consumer reality. Is the law up to speddo?6(New Scientist
2012).

Automated driving is a technology that is catching the public imagination with various
prototypes driving on European, U.S. and Japanese roads. First signs of the direction of
technological development are becoming clear. Nw is the time to address theethical and legal
challenges that technologyimposes on society. It is not too early: the direction of technological
development is slowly becoming clear. And it is not too late: the technology has not matured and
only limited functionalities such as adaptive cruise control and automated parking areurrently
available in the market.

At the moment, the EU invests heavily in R&D, infrastructures andhe regulatory
environment in order to promote intelligent cars and automated sygems. In this respect the
following initiatives can be mentioned: Mobility as one area of the DAFE, various ICT for Transport
calls, iMobility forums looking at regulatory aspects, and various SMART support actions. This
interest is mirrored in the US with the DARPA challengefor example.

In the regulatory field, much work still has to be done. There is some academic work on
legal challenges, but not much on ethical challenges. This case highlights what work still needs to be
done and indicates in soménstanceswhich directions regulatory developments could take.

In the first section of this report, we explain anddefine automated cars. In the second
section, the different categories of automated driving that are commonly discernedavill be
explained. t will appear that a development path is foreseen in which a human driver will receive
ever more automated assistance in their driving task ané which her role is slowly changing into
that of a supervisor for the automated systems on board. Eventuallyhis may lead to a situation in
which the human driver is taken out of the loop altogetherAt that point, automated driving will
have become autonomous driving. Given that autonomous driving is something for the somewhat
more distant future, this case willpay ample attention to the intermediate stages of development. A
separate but linked, development is that of cooperative driving, for example platooning. The case
analysis in this report will be restricted to the civilian use of automated cars. Militaryuse, which
partially involves other issues, is not addressed. The third section will make an inventory of
outstanding ethical issues and value conflicts that need to be taken into account at this stage of
technological development. The fourth section wiladdress legal challenges and focus particularly
on the issue ofthe chilling effects of liability law: could liability rules that are too strict impede
innovation in the field?
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2 Technological Overview
2.1 Definition and categorization

In the Robolaw project as a whole, a broad definition of robotics is used so as to encompass
any interesting technologies. For the purpose of this deliverable, an automated car is characterized
as having the capabilities of sensing, planning and acting. In this way automad cars are
distinguished from the currently available technologies of driver assistance (such as cruise control).
The Statel £ . AOAA A thé te/ADtBnonmolstvehidléto exclude a vehicle enabled with a
safety system or driver assistance systemincluding, without limitation, a system to provide
electronic blind spot assistance, crash avoidance, emergency braking, parking assistance, adaptive
cruise control, lane keep assistance, lane departure warnings and traffic jam and queuing
assistance, unlss the vehicle is also enabled with artificial intelligence and technology that allows
the vehicle to carry out all the mechanical operations of driving without the active control or
continuous monitoring of a natural persor® This definition is somewhat rarrower than the onewe
envisage. It appears to exclude all technologies that function autonomoushut require the driver
to monitor the functioning of the system continuously and to be able to intervene immediately.
With these systems the human driver 8 apparently fully responsible And in this respect they
exhibit no legally relevant difference to human driven cars.

2.2 Overview of what is available on the market or as aresearch prototype

Technologies available on the market are functionalitieshat are built into existing human
driven cars. They are usually marketed as functionalities that increase the comfort of the driver.
Typical examples are adaptive cruise control, park assist and lane keeping. Adaptive cruise control
attunes the speed of the cato that of the car driving in front of it. Park assist can parallel park a car
without intervention of the driver. Lane keeping warns the driver when the car wanders out of the
lane he is driving in. Common to these technologies is that they addresaly specific situations.
Also, the driver is in full control and can intervene at any moment.

There are many prototypes being tested that drive (almost) completely autonomously.
Many car manufacturers test automated vehicles, as do some nroar-manufacturers, such as
Google. Google has a fleet of circa 10 automated vehicles. They are normal cars with additional
equipment z such as a light radar and laserg built into them. The software that controk the
vehicle is called Google Chauffeur. Nevada and Califorfiave amended their legislation to allow
these prototypes on their streets. Legally, a human is reqihA OT AA ET GEMay AOE O/
2014, Google presented its first autonomous cahat they built entirely by themselves. This car has
no steering wheel or pedals. It can drive around with a maximum speed of 25 Mph.

The AutoNOMOS Group dfree University of Berlin developed two prototypes that drive in
the streets of Berlin. The specificgoal this group chose foritself was to develop a seldriving car
OEAO AAT EAT AT A OOAAT AT OGEOITI AT 608 ! AAREOGHEI T AT
"AOIT ET & ET Al OAA OAI T OA AT 1T OOT -rackidg Wstet ud aBrain- EO ET 1
Computer-Interface.
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2.3 Main technological challenges

Impressive demonstrations of automated cars driving on public roads are regularly
reported in news media. Furthermore, some technologies are already on the market, such as
adaptive cruise control, lane keeping and automated parking. This mayve the impression that the
technology is nealy market-ready. However, when probing deeper into the statef-the-art it
becomes clear that the demonstrations take placander favourable conditions (e.g. driving on a
highway). The technologies available on in the market conoe specific tasks only.The surrounding
conditions under which these specific tasks are performedre relatively stable. In fact, there are
still many technical challenges ahead on the road towards fully automated car8ccording to
experts, the following technical challenges exist:

T OOEAOA AOA OAAET EAAI AEAI T AT CAOh OOAE AO
sensitivity to low-light conditions, and their capability to identify the essential
ET £ Oi AGETT AT A AOIT EA ET OAOZEAOAT AAG S8

T O 11 ¢l A theAdgfod stéye: @ qiE OA AEO A1 O EOhékikk AT T O
is too highd Thrun says Jou would never accept iGThe car has trouble in the rain,
for instance, when its lasers bounce off shiny surfaces. (The first drops call forth a
small icon of a cloud onscreen and a voice warning that autdrive will soon
AEOAT CACABq )O AAT 30 OAI1l xAO Ail AOAOA &
EAAO A OOAEEFEA Ai BP6O xEEOOI A TO0 A 1T11Tx EA

2.4 Future perspectives (in the middle term)

Classifcation of the technology development path: The German BA®toject group
identified three degrees of automation: partial, high- and full automation (Gasser, 2012). Partial
automation means automation that controls the longitudinal and transverse directio of the car,
but the driver has to be ready to take over control instantly at any moment. High automatiaefers
to that type of automation where the longitudinal and transverse direction of the carare controlled
by the system, whichknows its own limitations and can detectwell in advance situations it is
unable to cope with In such situations he system will ask the human driver toresume control well
ahead of time While the car is driving robotically, the driver canturn his attention away from
driving the car andto something else Full automation is the same as high automatioexcept that,
in addition, the system brings the car in a safe state if the driver fails t@sume control once she is
askedto do so. This meandor example that the systam is able to park the car on the hard shoulder
if it foresees that it will be overchargedand the human driver does not react.

Car manufacturers have prediotd when automated cars are expected tenter the market.
Most predictions project a date somewherearound 2020. At the Robolaw stakeholder meeting, the
attending representation of a car manufacturer indicated that fully automated carswill not be
market-ready for another 10 years.

2.5  The environment in which a robotic car operates

The modern idea of ariverless car is made real by the technologies available to enable it to
maneuver around existing environments (motorways, dual/single carriageways, primary and
minor bypass routes, high streets and residential roads) rather than building special arteries
EAAPET ¢ OEA OI AT O AAO AxAU &OIiI EOI AT AOEOAOOS
x E A Alwdl6incorporate crash avoidance onboard sensors, stored maps, intemrhicle
communication devices It will always know where on the roadit is as it looks around (Hodson,
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2013). And it will have (fjhge potential to adapt to existing infrastructure rather thanrequiring it to
Al OAO AKOBA Kewd) 20&3; Smith, 2012). It can also have lasers, small cameraaie the
strainoof remembering regular purneys (Oxford University, 2013), such as driving children to
school.

Thelikely developmentis that the intelligence is packed into the robotic car itself and not so
much into the road infrastructure.r Governments do not have the financial resources tequip their
roads with capability for guidance of robotic cars. The road network is too elaborate for that. This
however, does not mean that a robotic cawill be able tolearn about its environmentonly through
its own sensors.It will have some help fran outside other than through capabilities built into the
road. Examples are navigation systems relying on satellites and communication between cars. An
example of the latter development is the Cato-X project?

2.6 Reasons for automated cars

One of the man expected benefits of automated cars is a reduction in car accidents by
eliminating human error that causes accidents. At the same timautonomic technology introduces
new sources of errors. Humans design automated cars. So, even if they stop drivingnh some risk
of accident due to design flaws, overlooked features or unintended consequences of design
remains. The technical challenge is to overcome these risks and reduce them to acceptable levels.
What society considers to be an acceptable level offsty remains elusive for the moment. A
combination of experience with automated cars and public discussion could bring more clarity on
what is an acceptable level of safety.

Another important reason for developing automated cars is the assistance they ddu
provide for those with mobility issues, such as ageing humans. As an example, the solution provided

AU *APAT 80O 2/0)4 | OTAT O DAOOIT 1 Alpasserigdd Adbdt Eg AT O

(Poulteny, 2013) may be mentioned.

3. Ethical Analysis

Researchinstitutes and businesses are currently investing in the development of automated
cars, while governments need to deal with new challenges that this technology introducegdrthe
current system. In order to better understand the nature of these challenge a closer look at
current discussions concerning automated cars is needed. Why are automated cars considered
beneficial for societies by institutions, manufacturers, andhe public? What are the arguments
against automated driving put forward by opponens? Addressing these guestions is a way to
describe the ethical controversies and debates about the (un)desirability of these technologies. This
is a first step in order to explore the expected value conflicts that poliegnakers will need to take
into accownt and balanceoff when regulating these technologies. The objective dhe following
ethical analysis is to offer such an overview.

1 Erico GuizzqHow Google's SelDriving Car Works IEEE Spectrum 18 November 2011. Available at:
http://spectrum.ieee.org/automaton/robotics/artificial _-intelligence/how -google-self-driving -car-works .

2 Press Information BMW, 21 October 2011. When cars talk to each other. @a#x z the
communication platform of the future. Available at:
https://www.press.bmwgroup.com/global/startpage.html .
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Basedon the methodology for ethical analysis of robotic technologies outlined in RoboLaw
D5.6 (Bisolet al, 2013),in§B8ph OEA O1T1 Of ACEOAG AoPAAOAOGEIT O A
the benefits and disadvantages ohutomated cars are reviewedfollowing a literature review of
existing discussions on this topic. Benefits and disadvantages of automated cars are not only
debated issues, but they can also be inferrad by exploring the values that are inscribed in design
choices as well as in socitechnical practices. This will be the scope of § 3.2. Based on this analysis
of values in design choices and social configurans, 8 3.3 maps some critical issues, pointing
towards ethical conflicts and open disputes that need to be taken into account at this stage of
technological development whe relevant decisions are made. Finallyin the conclusion (§ 3.4)
some lessons fopolicy makersare drawn.

3.1 Promises and threats of automated cars

The societal desirability of automated driving is fiercely debated among stakeholders.
Proponents champion the numerousways in which automated cars will benefit society, while
opponents ponder on ther unwanted side effects and disadvantages. In either case, societal and
moral values areemployed. Mapping these values in current debates is crucial in order to address
OEA NOAOOEIT 1 &£ OEA OCI T AT AGOS thHeyimapdiel | AOAA AAOC

On May 19th 2010, the European Commission launched the Digital Agenda for Europe, a
flagship initiative within Europe 2020, a 10year strategy for the advancement of the EU economly
This initiative assumes that digital technologies can Hp societies and policy makers to address
several challenges. Mobility is one of the areas of application of the digital agen@uman error is
involved in 95% of all traffic accidents on Europe's roads, in which more than 30 000 people are
killed and 1.5 million injured every year. Road transport also burns one quarter of the European
Union's overall energy consumption, with one fifth of the EU's CO2 emissions caused by road
OAEEAI AR08 A3AEAOU OO0I AOOG6 OAAET T I 1 CeéohHtan hakeA A 11
major difference to these figures?

Highly automated cars are expected to increase traffic safety by reducing accidents due to
EOI AT AOOT OO6h OOAE AO OEA AOEOAOB8O AEOOOAAOQEII
intelligent cars and infrastructures is to reduce fuel consumption and optimize driving styles while
OAAOAETI ¢ OOAEZEZEA AT 1 CAOOEI T8 4EA OAI OAO 1T &£ OOA A/
reduction of pollutants) seem to justify European investments in €search on automated vehicles:
ntelligent Transports Systems (ITS) make transport more efficient, faster, easier and reliable. The
focus is on smart solutions to integrate passenger and freight flows across transport modes and
provide sustainable solutins to infrastructure bottlenecks affecting roads, railways, sky, sea and
waterways.0(COM, 2010 p.34)

) The value of safety is connected here to what could be referred to as the value of
OAOOEOOAT AAd O1 OEA OOAOd AU OAna auomatich ofcd@ving T /EA /
functions allows the driver to reduce vigilance and be more relaxed while driving. Furthermore, the

value of sustainability is not only promoted because of the efficiency of the system and tresulting

reduction of emission, but o by some social practices enabled by automated cars. This aspect is

clearly highlighted by Sebastian Thrun, former researcher in Artificial Intelligence at Stanford and

head of the Stanford team who developed Stanleythe winning robot in the 2005 DARRA Grand

3 Seehttp://ec.europa.eu/europe2020/index_en. htm.
4 Retrieved on April 3¢ 2014 from http://ec.europa.eu/digital -agenda/en/about-mobility .
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Challengez and currently employed at Google. According to Thrun, automated cars have a huge
potential in car sharing with important consequences for the environmerd, WHat if we could, on
the click of a button, order a rental car straight to us. Ad once at our destination, we wasted no
time looking for a parking; instead we just let the car drive away to pick up its next customer. Such
a vision could drastically reduce the number of cars needed, and also free up important other
resources, such aspace consumed by parked cars. Perhaps in the future, most of us share cars,
enad AA OEOI OCE Of (Arud®i0, 105AAET T 11T CUB

Automated cars are expected to increase traffisafety by reducing accidents, to improve
traffic efficiency by smartly distributing traffic among lanes, to besustainable by reducing
emissions of pollutants. Another aspect that emerges from an exploratory review of the media
discussion is the potential role of automated cars to increassccessibility to transportation for the
elderly or people with disabilities that do not allow them to drive5 This aspect emerges in
DAOOEAOI AO ET TTA T &£ 'JAOEIOCEKEG AAIOO CEGOAORAT 1AD EIl A
seaf as well as in the attention of United Spinal, one of ghmajor stakeholders in the US disability
AT i1 01T EOQUR & O '"1T1cClAd0O 7AW Awtikability, 1 efficikr@y) landA O A A
accessibility constitute the broad range of valuesused ET  OAAET T 1T CU DOTIi 1T OA
discourses on automated cars.

As it always happens in debates about new technologies, not everyone agrees with
enthusiastic views about the societal benef# of technological innovations. Several voices in
popular magazines, blogs and forums have raised scepticism about the desiralyilibf automated
cars for sociey. In a post published onThe Atlantic philosopher Patrick Lin raises the issue of the

0060111 AU PAOAAT @68 )i ACET Ah EA OAwnwnich titefHa@toOOAET
decide whether to deviate the train and kill one person or maintain the direction and kill five
PAOOITO 11 OEA OOAAE j,ElTh ¢mpoqg8 )1 OEEO O11 «x

make, the result will be notgood8 )1 AT i bl EAAOAA AAOAOh 1 AEET C A
into account a broad range of issues: a machine guided by an algorithm that aitas reduce
damages to people or objects may not be able to identify and account for these issues. Lin argues
that an ethics of numbers is not enough and in some cases is not dable. According to Lin, a
computer program does not have the capabilityo make life-threatening decisions whichrequire

moral judgment. In a newin scenario, for example,in which one of the cars potentially involved in

an accident carries children the roral judgement of the driver may opt for a decision that may be

less costefficient (hitting two cars or injuring more persons) in order to protect a sensitive
category. Automatedsystems are unable to engage in moral judgments as such. In facioral
judgments require several moral skills that transcend the rational calculus between positive and
negative effects andare therefore a human capacityFurthermore, as Lin argueselsewhereg crash
avoidance algorithms can be biased in the way they formalize theght behaviour in a specific

Al 1 OApbs ,ET 80 Ai1TAI OOEIT EO OEAO AOQOT i AGAA AA

5 Seehttp://www.disabled -world.com/disability/transport/autonomous -vehicles.php Retrieved on
May 29, 2014.

6 http://www.disabilitynow.org.uk/article/self _-driving -lets-car-take-strain. Retrieved on May 29,

2014.

7See http://www.unitedspinal.org/united -spinal-works-with -google-on-self-driving -car/. Retrieved
on May 29, 2014.

8 P. Lin, e robot car of tomorrow may just be programmed to hit youMay 6, 2014. Retrieved on
May 29, 2014 from: http://cyberlaw.stanford.edu/publications/robot -car-tomorrow -may-just-be-
programmed-hit-you.
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require a humanwho is ready to make difficult decisions.It is important to remark that Lin does
not conclude that automated cars shdd be banned because of the level of risk they imply. The
argument that he brings forward does not condemmutomated cars due tdheir inability to prevent
certain no win scenarios, which mayalso occur in fully manual systems. Instead, his argument is
that automated systems are not able to engage in moral judgments that are required for
deliberation in thesedifficult situations. The moral judgment of the human supervisor istherefore,
necessary in order to make morally sound decisions in extreme situatis.

A different position is taken by the supporters of machine intelligence who argutor the
possibility of artificial moral agents. Noah Goodall (2014) acknowledges the inevitability o€rashs
both in automated and human controlled systems. If injury camot be avoided, the system will have
to decide the best way to crash. This is a complicated mattef:a car has to decide whetheto
collide with a motorbike driver wearing a helmetor one who is not wearing a helmet would it be
fair for it to crash intothe first one in order to reduce the harm? Is it fair to penalize the driver who
is complying with the law in order to protect the one who is not?Contrary to Lin, Goodall embraces
an approach to machine ethics that explores the possibilities of buildingrtificial moral agents
(AMAS), that do not necessaly emulate human cognitive faculties but still functionsatisfactorily in
morally significant situations (Allen et al, 2005). Goodall grants computers and automated systems
the capability to detect corditions accuratelyand to computethe most desirable and morally sound
outcome. In the case of ethical decisions, according to Goodall, existing deontological and
consequentialist approaches cannot be processed by automated systems. In fact, abstract-rule
AAOGAA APDPOT AAEAO | £I O A@Ai PI Anh ! Glolldbéndve) do ox O OE
always determine a unique course of actionrand consequentialist approaches that quantify harm
and damages do not always consider other relevant moral criteria (@. fairness and equality). He
therefore suggests the use of an artificial intelligence approach, where automated systems
increasingly learn from human behaviour through a neural network system. This solution still
presents some problems. For example, on®uald argue that each individual holds a diverse range of
moral stances that make them act differently in the same situation. Hoean onejustify one moral
model in a carvis-a-vis another (Gopnik, 2014)? A recurrent point in the literature and media is
that robots can follow the letter of the law, but they cannot interpret it. Thereforeautomated cars
may be designed to respect traffic code8ut they will not be able to make important decisions that
may require the bending or infringe ment of the law. Aspointed out in the British Royal Academy of
Engineering, @Qutonomous systems require people to give up some of their own choice and agedcy
(Royal Academy of Engineering, 2009: 3) and the extent to which this is desirable is debated.

In opposition to the previously discussed potential benefits for disabled and elderly users,
some issues have been raised about the potential exclusion of nagers. Intelligent cars require
intelligent infrastructures, which may not be suitable anymore for current vehicles (ge Royal
Academy of Engineering, 2009: &). Furthermore, the increasing standard of safety may become
the rule in few yearstime when cars that are perfectly functioning today will be considered old
fashioned and unsafe (Marcus, 2012). Thus, if it is trudhat automated cars enablethe unskilled
i PATPI A xET AAT 80O AOEOAQh OEA AEOAAT AA 1 @GelAl AAO]
driving cars can make the driving experience more accessible for some users and less for other
users who resist,for financial, esthetical or other reasons, to adopt the new system. To what extent

9 See alsdMarcus, 2012.
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the value of accessibility will indeed be actualized in concrete or produce new inequalities is still
debated?0

3.2 Uncovering values in user-vehicle interaction

So far wehave seen how normativity and values can be articulated in discourses about
automated cars. Policy makers, technology developers, ethicists and journalists mobilize different
OA1 OAO AT A AOCOi AT OO O1 EOOOEAU 1 0 AFOtkeBeE UA O
technologies. Values, however, are not only mobilized in discourses and expectations. They can also
be elicited in design choices and in the social practices of automated driving, where they often
remain implicit. As highlighted in previous deliverables of this project (Luciveroet al, 2013;
Lucivero & Leenes, 2014; Bisol, Carnevale & Lucivero, 2013), technological design is not simply
AEAOAOAA Au £EO1T AGETT Al AEIT EAAOh AOGO Al O ET OPEO!
valued by society and users (Friedmaret al, 2003). This is also the case for automated cars. When
engineers and manufacturers make design choices, they take into account that the automated car
i 666 AA OOAEAoh OAEEEAEAT O6 hhes® D€ GeBrindl&dd Ao h AT
specific material functionalities and specifications (see van der Poel, 2009). One example of this
concerns the difference in design for offering information to the human driver/supervisor about
OEA AAO0B8 O dachidedniesacti¢ndsiaAéry crucial topic in the automated car research
and development. In fact, automated car developers acknowledge that automated cars put the
EOI AT AOEOGAO ET A OAOU O1 OOOAI OEOOAOEIT 1T xEAOA
O®AOOEOI 06 i dtdli2@lA)iTAid réglifes an adaptation of driving behaviour, which is
important to monitor, in order to predict possible unexpected consequences due to drivedtack of
awareness or vigilancel2 The figure below (Figure 2, Figure 3 and Figure 4) (from Schijndelde
Nooij et al, 2011), shows thedifferent ways in which manufacturers and projects (BMW, Daimler
and Havelt) have addressed the issue of HumaWachine Interfaces (HMIs). They all want to find a
balance between keeping the driver aware of the process and avoiding an overload of information
that would make the experience of driving unpleasant and streful (for some drivers). However,
technical specifications and functionalities differ and ultimately provide a different experience for
the driver.

10 |t is interesting that a broader body of academic literaturefocuses onunmanned vehicles for
military purposes (Asaro, 2008, Sparrow, 2007, Borenstein, 2008, among others). Sharkey (2012) argtleat
the distance from the battlefield and analogy between the experience of iging a drone ata distance and a
AT 1 DPOOAO CAIT A T AU OAAOAA OiI 1 AEAOO AAPAAEI EOEAO O O#
such as causing unnecessary or ngproportional harm. Other ethical analyses on the topic present some
positive accownts of automation.! AAT OAET ¢ O 2711 ! OEET 60 AOEEAAI AOOA
Institute of Technology), human behaviour on the battlefield rarely promats warfare core values (such as
loyalty, duty, respect,integrity, etc.). On the contrary, soldiers ofteninfringe upon these values. In this sense,
automated vehicles can act in a more ethical way, not only because they are more efficient, but also because
they do not have emotions that emerge in stressful situationdHence, theycan behave moe respectfully
towards the enemy and report infractions (Arkin, 2007). Coeckelbergh (2013) explains that, in the case of
drones, the remote control does not necessarily create an epistemic/moral distance of the human controller
from the battlefield. In fad, powerful cameras in unmanned (air) vehicles allow the controller to have an even
closer experience of the battlefield

gl O OEA OOA 1T £ OEA AT TAAPO 1T &£ OCIT AT AOOG AO A A
Pols (2010).

12See also EU proje@ x1 OEET ¢ 11 OEOI Al AA Ardp/addatids -itn.du O OT 1 A (¢
and https://sites.google.com/site/itnhfauto/ .
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HMI has to ensure safe, comfortable and dynamic driving

D <

BMW emphasizes the .
prioritization signalsto |\, The Head up Display X In addition to speed and
avoid an overload \ will be increasingly \ /| navigation, head up
which creates stress for % used to provide \ /| display will show curve
the driver \ information but also to \ oA, progression

| Wamieg Waring
Symkol 0| Sywisel HUD.

ndseais e &

Integration in BMW's
Connected Drive HMI,
to use multifunctional
switch and voice control

1st Step: Visual Warning on
displays

\ display warnings

2nd Step: Audible Warning

X
\ 7

Switches with haptic
feedback will minimize
driver distraction

3rd Step: Haptie Fecdback (e.g. pedal or
steering wheel] is the ukimate step

Figure 2 BMW examples of Human Machine Interfaces (Schijndel -de Nooij et al., 2011)

Daimler wants to reduce to a minimum the degree to which
the driver is distracted by the Information Display systems

Daimler researching on Multifunctional Human-Machine-
Interface that will bricige the gap hetween head-up displays
and future virtual projection screens. It consists of a LED-
matrix, which is applied beneath the windshield.

Preference is given to acoustic warning
and more feedback on steering wheel
and pedal can be expected in the future

Daimler believes that customers should be in
a position to de-activate all the ADAS
functionalities in cars

Daimler strives to choose the right
components, such as indicators and clisplays
that are easy to read and switches that you
can find without having to take eyes from the
road

Figure 3 Daimler examples of Human Machine Interfaces (Schijndel -de Nooij et al., 2011)

File name:robolaw_d6.2_guidelinesregulatingrobotics_20140922.docx

Leader contractor:SSSA
Participant contractors: ALL

Page45 of 215




D6.2 7 Guidelines on Regulating Robotics

o=

=
—
'y W\
/;m\g!
— W\
e 4
b))
]
/

Highly Automated | acc
active

Q
54
o

e

Automation Scale Automation Monitor Message Field

Figure 4 HAVEIit display elements (Schijndel -de Nooijj et al., 2011)

The choice of the HMIs is importantAfter all, the way in whichinformation is available to
the driver determines whether they will feel in control and behave in the car, deciding to delegate
AAAEOCEIT O O OEA OUOOAI 10 OAEET C 1 OA0O8 &i O A
behaviour s EO EO AOOAEAI O OAEA ET O AAAT O1 O OEA «x.
interactions .4 The philosophy of technology hels here. If we apply the table developed in

RoboLaw D4.3 (Lucivercetalh ¢mpoqh AAOAA 11 )EAA | safbun@n AT A €
technology relationship, to the case of the automatic cars, different types of relationships can be

OET CI AA 100 AAPAT AET ¢ 11T OEA AOOT i1 AOAA EOT ACET I
the post-phenomenological perspective, technologs have a role in the way we access the world. In

OEA AAOGA 1T &£ AOOI I AOGAA AAOO OEOAA OUPAO 6AO0AA
OEAOI AT AOGOEAS 1T AAEAGEITT AO xAll AO s$i1 )YEAABO OF

the way these objectsh A OEAEO AAOECT OAI AOGA O1 OEA OOAOOGE x

T 4EA 17100 1T AOGEI OO OAI AOQEIipragnaticinedatiohd O hAET AKEA
OEA OOAOG0O0 ACAT AU EO I AAEAOGAA AU OEA OAAET]
and regonsibilities among actors. Drivers delegate some driving and control
responsibilities to the car. For example, in the case of automated speed control, the
automated car system establishes the speed the car should have on a road. This system
removes the human driver from the responsibility of adapting the driving speed in
keeping with the existing regulation. In this context, the usual distinctions between the
sphere of responsibility of the driver and the manufacturer are blurred and new
guestions arise. Ibr example,if the car owner receives a speed ticket, who should be
responsible for this misdemeanouf? Is it the manufacturer, or the infrastructure
company, the satellite system or the driver whas still supposed tosupervise the system
and checkwhether it obeysroad signs? Exploring the forms of this pragmatic mediation
in empirical and philosophical studies can help designing both better interfaces and
more appropriate regulations. In fact, an exploration of how certain interfaces mediate
A OE O A 08 and kdirGareness of their roles and responsibilities is a first step to

01 AAOOOAT A xEAOEAO AOEOAOOG DPAOAADPOEIT EO
will lead to a desirable behaviour. This type of analysis can help designets adapt A
interfaceO ET T OAAO O | AAitfede@hl It 820 &S0 Adp@gulatdrt® E T 1

adapt existing framewaorks to this new cardriver hybrid.

~ 1B The expected behaviourof the driver is difficult to predict and requires empirical studies that o

OET O A AAAOAOO OAOAOACA AOEOAOOO OAOEAO OEAT OA@PAOO
u4aeAR AT TAAPO 1T £ OAAEBUbdsdidecik RobdLaw(Di4. B At Eefeld® foltHe dvain

which technologies affect human perceptions and actions with consequences for allocation of moral

responsibilities among actors (Verbeek, 2005).
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T ! 00 i AGAA AAOO AAT Al OTherhdneuicardiafiod HA xE&iO EA 10EA
users. In fact, they are likefOT | AAEAOA OEA OOA0O8O DPAOAAPOE
world. Take as an example the images above, showing different types of HMIs. Different
displays offer different types of information, including images of the road and other
AAOOS DI OE Gk $pked land ArQles.xThd system could also specify when a
OEOOAOQEIT OANOEOAO OEA AOEOAO O1 OAEA AT 1 Of
additional information about the road situation which corresponds to a portion of the
external word from thA A OEOA 0S8 O b A g anAhdvdthid ikiermagod BAT A
provided and visualized, the driver will have a different perception of the danger in one
OEOOAOQEIT 1T O OEA 1TOEAO AOEOAOOE AAEAOEI OO E
road couldbecrAEAT ET AAOAOI ET ET ¢ OEA AOEOAOOGE OAI
as their subsequentbehaviour. In some cases, for example, fihay be beneficial to turn
the mediated experience into a simulation of a direct experience. For example, empirical
studies could show that it may be beneficial to turn warning signals closer to the
everyday experience of the corresponding dangers in terms of perception, cognition and
action strategies that are supposed to be executed. For example, the danger of collision
may be signalled by the sound of very fast approaching object. Such a stimulus would
command theO O A 0 6 Gattehtioadadxdgger animmediate and appropriate reaction
if it is associated with one class of possible dangers. The desirable type of hermetie
mediation should beincorporated into the design of humanmachine interfaces in order
Ol A@gbpi 1 OA Eix OEAU Al OAO OEA OOAOO6 DAOAAY
and representations connected to them.

1 When automated cars will be a componentf accepted driving practices, they will not be
seen or perceived by the driver as a technological mediation with the world. This is the
case for example, when it comes toour heating or electrical systemsOncethey are set
up, we do not continuously cleck whether they work properly. In these cases, the
technology disappearsas far asthe useris concerned. © OA | A E Tbéckgiolnd @EA O
and it only brings itself to the attention of the user when it malfunctions. In this
situation, the driver of an autonated car could get used to the technology and trust it
without exerting any AT T 00T 18 | AAOh EI xAOGAOh EO 110 A
and becomes visible in a lifehreatening situation, the road or car users can be in
serious danger. Thereforedesigners and regulators may want to reduce akeast this
type of relationship between the users and the automated system, by not allowing the
OO0AO O O&I OcAOo AAT OO OEA OUOOAI AT A Al OE
can be done by technicameans, by continuously reminding the driver to control the
road or by sending sound signals (see as an example the BMW HMIs systelhgan also
be done by regulatory means i.e.by according to automated car users the status of
drivers. This would, for example, obligate them to pay attention to the roadand would
require them to hold a driving licence.

The issue here is that the levels of automation and the type of technical specifications (as for
example HMIs) create types of humaiechnology relationships that influence the OOA OO 6
understanding and agency in the world. Human factors in automated driving are determined by the
interaction between values and assumptions inscribed in the design and the values, worldviews
and beliefs held by the user. This Jae analysis is crucial in research on human factors and
therefore need further study.

Moral valuesmanifest not only in the technical design. They are also materialisg in social
practices of living and interacting (or even regulating). These practices ith technologies are
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intrinsically normative (Willelm & Pols, 2010) andthe articulation of positions, norms and valueg

in short, the description of the internal normativity, or intra-normativity, to these practices (Pols,
2013) z is crucial in order to understand what is valued in that practice and what normative
conflicts arise with the introduction of a new technologyt® What is the intra-normativity in driving
practices?What is important for drivers? And how do automated cars promote ocounteract these
values? Driving is a practice that is shaped by cultural and social norms and values. These norms

AT A OA1 OAO AAT AA AT EAEOAA ET AOEOAOOE AOOEOOAAC

characteristics) as well as in the way commercial depict driving experiences and behaviours. Age
and gender differences too, play a crucial role in driving experiences ad perceptions (Redshaw,
¢ T T YT@apnolayy is often heralded as the solution to reducing road death and injury rates,
increasingly removing the human factor from the equation. However the values and social norms
underlying the current dominant form of mobility cannot be ignored in confronting mobility issues
into the futured(Ibid.: 154).

Values and social norms are extremely diverse ¥fie consider the different actors who ae
ET O 1 OAA ET A OEGEd (hdeBt@nliAgd Bf Andbdiy, thédriver or operator of a
motor vehicle is seen as the one in control, and the passenger merely subject to that control. An
agent of mobility however is not just a driver or operator of a motor vehicle, but is at times a
pedestrian, a passenger, and possibly a cyclist. The boundaries between driver and car have
become increasingly blurred with new technologies but remain significantlydistinguished in

AOI OO0 AIbid.. @01 O6

4EEO AEOAOOGEOU EO AOGAT 11T OA TAOEI OO EE xA
stakeholders and major players in the field of smart mobility (sed-igure 5 from the SMART 64
report: 87).
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Figure 5 players in the field of smart mobility (Schijndel -de Nooijj et al., 2011)

Assessing the ethical issues raised by automated cars requires, therefore, to elicit values
and normative frameworks put forward by different stakeholders and players. Furthermore, the

s4EA AT TAABO Ol EOEBOEQOWA ET O1 AEAT DPOAAOEAAO EO
(Pols 2013) andis introduced in D5.6.
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new practice of automated driving should be exploredurther in order to determine what people
value and behave when engaging in driving automated vehicles.

3.3 Mapping critical issues

AutomatA A AAOO AOA 110 CiTA TO AAA PAO OAgw )1 OOA
such as safety (in the sense of protection of life and protection of the environment), surveillance
and privacy (data protection, ownership of data, confidentiality), fredom (autonomy, mobility,
personality), and justice (accessibility). These values are mobilized by players in the field of
automated cars as justifications of their social desirability and by sceptical voices asnotivation of
their criticism (see § 3.1).& OOOEAOI 1T OAh OEAOA EAAAO 1 &£ OCiiT AT A
societal benefits areencodedE1 A AOECT AET EAAO AT A AT AAOAA ET 00
is crucial to note that not only some of the values are opposed to others in the dissimns between
proponents and opponents. Also, some of the values mobilized by proponents are conflicting with
others.

Safety VS comfort (of not having to drive)

As explained above, safety is a key value for proponents of automated cars. The ideal of a
O OMA M U O @dcbdédintd Gechnical choices about functionalities and technical specifications of
the car. Userfriendliness is another important value, since the human controller needs to be able to
supervise the system in an easy and accessible way. Usgendliness, however, is also justified in
terms of the aesthetics of the driving experience. Manufacturers want drivers to enjoy the driving
experience allowing them to focus their attention also on other activitiet’” The importance of the
value of combrt and the possibility of multi-tasking is alsoillustrated by ' T 1T CI A6 O A &AEl
lobbying in Nevada state to support a bill that would allow occupants to be distracted while sitting
behind the wheel and would not fine them for sending text messages (Aaknan, 2011; Markoff,
¢nppQ8 4A@OETI C TO0 AAEI C AEOOOAAOAA Al 11T x0 AOQOI
AOEOET ¢co APGPAOEAT AA OEAO AT AO 110 OANOEOA OEAEO
value of safety:8

Safety VSreedom

As dicussed above, safety in driving practices is promoted by automated cars, thanks to the
design of specific functionalities. A classic example concerns the possibility of imposing speed limits
inaODAEEA] A3 O A AeéedAdsptatioh Eydtdms BagbAen @sted in real environments as
AT AT EAT ARO 1T &£ OI AA OAEAOU j I/ AGA @OI0A @ HAIEThG ¢jmliAkiq 8,
Leenes, 2013) allowsus to steer human behaviour according to some lawful regulation by
designing technologies that enabl@nly certain actions. This type of regulation has been criticised

16 Seethe criticality map in RoboLaw D5.6.

7 As an example see 6/, 6/ 6860 AT 11 AOAEAlving At O 0.
https://www.youtube.com/watch?v=uDB6fFITVA.

18 A different type of issue concerns the please derived from manually driving which is jeopardized
by the very essence of automated cars. Manufacturers will indeed have to evaluate the importance that

drivers attribute to the driving experience in order to ensure that there is in fact,a demand forautomated
cars.
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as being based onA OAEC A Ol Jhelcitisism® &bBux the risks of state or private

Al I DPATEAOCS OOOOGAEIT ATAA 1T &£ AOEOAOO8 AAEAOEI 60O A
dOEOAOOSE AOAAAT T A& O OEA O1 AEAT AAT AEFEO OEI x OEA
of safety over othervalues. Sdety concerns thereforeclash with the value of freedom as well as

with the value of protecting your behaviour against othe A T Bdade§péivacy).

Accessibility VS equality

Automated cars offer an opportunity for disabled people to be mobile and have access to
places thatcan only be reachedvia car. Furthermore, it enables them to independently control a
vehicle. Thisiserd i AT ACEA ET OEA AAOA 1T £ OEA OEOOAIlad U EI
AAAOOOAA ET TTA T&£ '"1T1TCiAGO AAO OOEAI O j(EIIlN
accessibility and equal opportunities for disabled people. If we look at automatecars from the
perspective of the International Classification of Functionalities, Disability and Health (WHO 2001,
OAA AIT O 21T AT, Ax $180qh xA AAT OAU OEAO OEAU A
AAPDAAEI EOEAOG6 OOAE aAntedctions and fel&iGnships (Byl alfokiyepdopetd 1
get together but also to talk more in a car), major life areas (education, work employment and
economic life which are related 6 mobility). At the same time, however, we could ask from the
perspeciOA 1T £ 3AT AT A . OOOAADI 60 OAAPAAEI EOU ADPDOI
people do, indeed, have the freedom and opportunity to actualize these functioningg if, in a word,
they have the capability to act in a certain way, in this case access ga@nd being independently
mobile. Such freedom depends on technical conditions (e.g. full automation), on the regulatory
environment (e.g. existing regulation on need for a supervisor of the system who is able to take full
control), on the geographical (eg. presence of infrastructures that allow fully automated vehicles to
safely circulate) and on financial conditions (e.g. affordable prices for automated car§)nder these
conditions, not onlyare the capabilities of disabled people not promotedWe might also ask to what
extent these technologies broaden the divide between the ableodied and the disabledas well as
betweenthe poor and the rich, raising, therefore issues of equalit3p.

Efficiency VS privacy

Efficiency is an important value inthe discourses about and the design of automated cars.
This value is intended as a weighted balance of reduced (monetary and environmental) costs of fuel
AT 1 00i POEIiTh AAAOAAOAA O1T AA OOACAh ET AOAAOGAA OI
and flow (reduced mngestion). The efficiency in automated systems is highly improved through
platooning or lane specific control (Hoogendoorn, 2013Schijndelde Nooij et al, 2011). In fact,
these smart systems that presuppose a communication between different vehicles atie highway
infrastructure allow to control the behaviour of different vehicles in the most efficient way in terms
of a balance of traffic management, fuel savings and safety. Vehicle to vehicle (V2V) communication
and vehicle to infrastructure communicaton (V2I) both determine the speed limit on agiven road,
for example, or establish whether the car ahead is breaking or changing lane. These forms of
communication are based on an exchange of information and data. The issue here is to estatiligh
extent to which personal data is transmitted or could eventuallybe retrieved by public authorities
(see Sanfeliuet al, 2010). Whetheror not OEEO EO OEA AAOAR AT 1T AAOT O A,

19 "UK fights EU bid to introduce speed limit devices: European road safety rules would force cars to
fit systems that would automatically apply br&es to keep to speed limits!' The Guardian Press Association.
September 1, 2013.

20 On the issue of robotics and equality see Piréi Lucivero (2013).
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arise if this data would be accessible and ascribable to a gjie individual. Efficiency and privacy
would seem to be clashing.

This list of conflicting values suggests that some of the issues above should be taken
seriously into account at this stage of technological development in order to avoid clashes later. In
discourses about automated cars, the societal importance of the value of safety is pointed out.
Safety is of course important, but what emerges from the reflections above is that safety is not the
only value at stake: comfort, freedom, equality, privacy aralso brought forward in practices and
debates about automated vehicles. The aesthediof driving and comfort, freedom, privacy,
eqguality are important values as well and in some cases societies and individuals may want to give
them priority under certain conditions. For example,f a basic amount of safety is guaranteed,
individuals may prefer to use their mobile phone while driving. Decisions that involve design,
regulation, policy and use of automated cars will most likely engage stakeholders in a négtion
among these values. Manufacturers for example will have to weigh the safety of the vehicle against
the comfort of driving, in order to make their products marketable. Regulators may decide to give
up some safety that would result from a complete matoring of the road traffic in order to protect
theAOEOAOOS OECEO O DPOEOAAU AT A POT OAAO OEAEO DA

3.4 Policy considerations

The ethical analysis of automated cars offers a number of conclusions and
recommendations for policy makers:

1 Beside isues of safety and reliability testing, regulations and challenges concernitige
human factor, it is important to look at how automated cars affect and/or interact with
social norms and moral values. This is undermined so far.

§ Ethical issues of automationCi AAUIT T A OT 1 xEIT iOtAcliferatd&E | 06 D
Which values are given priority in the design of these cars? What are the tradeoffs
between, say,safety, efficiency and comfort? An analysis of values at stake is needed at
this stage of technologcal development in order to make informed choices on
preferable designs and policies.

T )1 OEA OOOAU 1T &£ OEOI AT ZEAAOI 0OO6h Ai PEOEAAI
descriptions of how automated driving mediateshe OOA 008 O1 AAOOO A AET C
in the world. This is important for example in order to design systems in which
responsibilities and roles are optimally distributed among human actors and
technologies.

1 Several critical issues have been highlighted: safety vs comfort, safety vs freedom
efficiency vs privacy and accessibility vs equality. These issues show that some values
are competing within the very discourses of promoters of automated cars and should be
addressed well in advance in order to avoidhe polarization of the ethical debae in the
future.

These conclusions suggest that an attention to the values at stake needs to accompany
current attempts to design appropriate policies, technologies and regulations. For each issue and
context, the relevant and conflicting values will needo be elicited and acknowledged. This can be
done in different contexts including the developmental process involving the technology as well as
at the policy and regulatory level. This attention to values is important in order to guarantee that
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different social and moral concerns are explicitly addressed and choices are justified, avoiding to
paint the entire OE OOA OE 1 xEOE OEA OAI A OOAEAOUG6 ATI11 06O
issues.

Technology and society shape accepted morals as well @gsting regulation based on this
normative background. Existing laws against reckless driving that require drivers to be attentive
AT A OECEI AT 6h & O AgAi bl Ah AOA cOil O1T AAA 11 OEA
technologies change our persp@ OEOA O 11 xEAO EO OAZ£ZA8 | O0ltisAOAA
safer to have the systemin charge because itis safer than humars. In order to make policy
decisions concerning automated cars it is therefore important to analyse the moral values in
transport policies and existing legislation to reflect on how automated driving systems promote
and counteractthese values in their design ando givethem a different meaning.

4 Legal Analysis
4.1 Introduction

The legal analysis will concentrate on onengssing issue: the liability of manufacturers for
defective z in the sense of unsafg automated cars and the influence this type of liability has on
innovation in the field of automated cars. In particular, the question is asked whether liability rules
may slow down innovation and how this could be addressed. The analysis presents a vision on this
topic. This vision helps the discussion about further development of regulation in the field and
makes clearwhich research isstill needed.

The liability of the manufacturer is not the only legal issue that automated cars raise.
Hereinafter other issues will shortly be mentioned. These other issues maio a smaller or larger
extent, influence the main question addressed here.

4EA 111 xETiQwhioh réyiafidd enayberdghi®dcan be mentioned:

1 The EC rules for type approval or at least the technical standards by which the type
approval is decided need to be adapted to accommodate automated cars.
Authorities are struggling to define the technical equirements that an automated
car must meet. The Dutch Rijksdienst voor het Wegverkeer foresees a gradual
growth path in which components of an automated system are certified individually.
This step-by-step approach will, in the long run, lead to a full cetification for
automated cars?22

9 The rules for periodic technical inspections (such as the British MoT, the German
TuV and AU and the Dutch APK) or at least the technical standards whose basis
these inspections take place may need to be adaptédTheserules are currently

21 See Directive 2007/46/EC of the European Parliament and of the Council of 5 September 2007
establishing a framework for the approval of motor vehicles and their trailers and of systems, components
and separate technical units intended for such vehicles.

22 Based on oral statements of a senior representative of RDW.

23 Directive 2009/40/EC of the European Paiament and of the Council of 6 May 2009 on
roadworthiness tests for motor vehicles and their trailers.
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under revision in the socalled roadworthiness package4 Automated cars are not
addressed in this revision.

T 201 A0 AAT OO AOEOGAOGO 1 EAAT OAO 1 AU 1 AAA
examinations adequate to prepare drivers for automate cars? What kind of license,
if any, is needed for automated cars3hould all users of driverless cars be able to
and have a licence to drive, or can they be novices?

1 Technical standards for roads may require attention. The regulatory needs in this
field are probably limited, given the technical direction automated driving takes:
intelligence is built into the car rather than in the road.

1 For the foreseeable future there will be a need for automated cars to rely on the
human driver to resume control. Additional research in HMI is needed to discover
the best ways in which human and car could interact. A regulatory need arises in
that it may be necessary to ensure a certaiaxtent of uniformity in these HMI, so
that drivers using cars from different manufactuers do not get confused. Possibly,
standardisation in this field is needed.

1 Privacy issues may have to be dealt with. If all intelligence for automated driving is
built into the car the privacy questions will be very limited (e.g. access of police or
other government to data logged by the car). As we saw in the section about the
state-of-the-art some form of communication between the car and the outside world
is likely to take place. Examples are exchanges of data with navigation providers or
exchanges wih other cars on the road. Where exchanges of data take place privacy
issues become more sensitive since these exchanged data may relate to identifiable
persons such as the drivers and/or users of automated cars and perhaps other road
users that the sensorf the car detects

1 Uponthe advent of automated carstraffic rules may need to be adapted. Anoft-
mentioned example is art. 8 Vienna Convention that requires a vehicle to have a
driver.26 Another example is Googlevho are striving to change the laws fobidding a
driver to use a mobile phone while driving; this is a prohibition that may be
superfluous and unnecessarily restrictivewhen highly and fully automated carsare
used.

4.2 A Legal definition
Four US states have enacted legislation that definestanomous vehicles. The definitions

can be found in the annex. In the table below, the core elements of the definitions have been
reproduced. Below the table, an analysis of the definitions is undertaken.

24 http://europa.eu/rapid/press -release MEME1L2-555 en.htm

25 Compare Article 29Working Party, Working document on data protection and privacy implications
in eCall initiative, 1609/06/EN, WP 125, 26 September 2006 and Opinion of the European Data Protection
Supervisor on the Communication from the Commission on an Action Plan foretibeployment of Intelligent
Transport Systems in Europe and the accompanying proposal for a Directive of the European Parliament and
of the Council laying down the framework for the deployment of Intelligent Transport Systems in the field of
road transport and for interfaces with other transport modes (2010/C 47/02), OJ C 47/6, 25 February 2010.

26 Convention on Road Traffic, Vienna, November 8, 1968, 1042 U.N.T.S. 17.
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TABLE 1 Analysis of the defi nitions

Nevada California Michigan Florida
a motor vehicle on
which automated
vehicle is also . . technology has been Any vehicle
. vehicle equipped . . : .
enabled with : installed, either by a equipped with
Means e ; with technology
artificial intelligence that manufacturer of autonomous
and technology that automated technology
technology or an
upfitter that
allows the vehicle to that has the
carry out all the has the capability of| enables the motor capability to drive
Purpose of the . : L . . )
mechanical operating or driving vehicle to be the vehicle on which
means ; . .
operations of the vehicle operated the technology is
driving installed
without the active without the active . without the active
Way of control or X without any control
) . physical control or o control or
operating the continuous o or monitoring by a o
o monitoring of a monitoring by a
means monitoring of a human operator
natural person human operator
natural person

The definitions have roughly the same structure. They describe the means of autonomous
driving, the purpose of the meas and the wayin which the meansare operated Furthermore, the
definitions of Nevada, Michigan and Florida mention many examples of technologies belonging to
the category of partial automation as being excluded from the definition. These lists have notdre
included in the table above.

In the description of the means the Californian definition is the most succinct. The definition
of Nevada mentions artificial intelligence and is therewith rather specific. It is not completely clear
why artificial intellige nce is mentioned. Perhaps, it is meant to exclude a conventional car with a
brick on the accelerator from the definition. The definitions of Michigan andFlorida both contain
OEA xalit@niteddor Gutonomousd This makes their definitions recursive.

The description of the purpose of the meansalso differs between states. The Nevada
definition does notADPAAO O1 AA AT i Bl AOGAT U OEAOP8 " U ODPAAE
operations of driving, the element of control is not clearly expressed: théechnology controls the
driving behaviour of the vehicle. The definition in Michigan uses the passive form (to be operated)
thus leaving some doubt as to who is operating the vehicle: man or machine? Elsewhere in the
definition a human operator is mentional, hence it is probably meant that a human is operating the
OAEEAT A ET OEA OAT OA 1T &£ OOEI ¢ OEA OAEEAI A8 4EEO
definitions of California and Florida are sharper in that theystate that the technology drives the
vehicle.
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The wayin which the meansare operatedalso differs between states. All definitions state
that control or monitoring by a natural person in one form or another is lacking. The definition in
Michigan is the strictest. It does not allow anyontrol or monitoring by a human operator. Maybe
this is a bit too stringent. Automated cars with high automation (as in the BASt categorization)
could be excluded from this definition. The other definitions speak of active (physical) control or
(continuous) monitoring. This could be interpreted as leaving room for high automation. The
natural person is not actively controlling the vehicle, but carx well in advancez be summoned to
take control if the vehicle foresees a situation that it may not master.ll¥partially automated cars
are excluded from the definitions. As stated above, this is underlined in that the definitions of
Nevada, Michigan and Florida mention many examples of these technologies as being excluded.

Based on the analysis above, the folling definition appears to be the best combination of
elements.

A vehicle enabled with artificial intelligence and technology thathave the capability of
operating or driving the vehiclewithout the active control or monitoring of a natural person

4.2 Liability Law

This section explains the different functions of liability law and summarises the most
relevant types of liability. For the latter, reference is made to deliverable D3.1 (Leenes, 2012)
where appropriate.

Function and ypes

Liability law is about accidents. Accidents are costly. Liability law answers the question
whether the costs of accidents are borne by the victim or whether those costs can be transferred to
another actor, typically somebody who is in one way or another (co)responsible for theccurrence
of the damage. In doing so liability law has two direct goals or functions. On the one hand, liability
law tries to minimalize the occurrence and the cost of accidents. This breaks up in two sub
functions of liability law. It should provide an incentive for the @esponsibled person to take
adeguate measures to prevent the occurrence of damage. It should provide for corrective measures
when a responsible person falls short of taking adequate measures and another suffers damages as
a consequenceOn the other hand, liability law protects the victim by providing compensation. This
is especially important if the victim cannot bear those costgery well. Examples of the latter may be
situations in which the victim is a natural person and the costs anelated to injury.

When applying liability law decisions have to be madedow much money, time and effort
should a potentially liable actor have spent on preventive measures? Howan an equilibrium
between the accessibility and the adequacy of compensatidor the victim and the burden for the
liable party be found? Given the decisions to be made, there is a need for a method to judge them.
Roughly speakingthere are two approaches. The one is a utilitarian approach. may, for example,
ask whether decisons are efficient. An example is the famous formula of judge Learned Hand for
judging the adequacy of preventive measures. According to this formula preventive measures
should be taken if and when they have a value less than the expected damage that waddur if
the preventive measures are not taken. The expected damage can be calculated by multiplying the
amount of the damage with the probability that the damage will occur. The other approach is duty
based. The extent of the preventive measures or theathages to be paid are determined in
accordance with legal duties.
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The legal systems under consideration have a number of types of liability that are
potentially relevant. Hereinafter the different types of liability are shortly described as are the main
criteria for liability.

Product liability is strongly harmonised 27 Under these rules, a producer is liable for damage
caused by a defect in his product. A product is defective when it does not provide the safety which a
person is entitled to expect, takingall circumstances into account, including: (a) the presentation of
the product; (b) the use to which it could reasonably be expected that the product would be put; (c)
the time when the product was put into circulation.

Liability of the holder of a vehiclediffers amongst jurisdictions. In Germanyfor example,
the so-called Halterhaftung is laid down in art. 7(1) StVG. It makes the holder of a motor vehicle
liable for damages that follow from the death or injury of a person or damage to an object that

occusel OEA T PAOAOETT j O"AOOEAAGQ T £ OEA 11 01 O OAE

Liability of the driver also differs amongst jurisdictions. In Germany for example, it is laid
down in § 18 StVG. The driver is liable under the same conditions as the holder of the vehicle. An
important difference is that the driver can escape liability, if he proves that the damage is not
caused by his fault. Below, more jurisdictions will be discussed.

Standard of iability

This deliverable deals with the question whether liability law constitutes alisincentive for
manufacturers in the sense that they do not bring certain automated technologies to the market or
introduce them later out of fear for the consequences that accidents with these technologies may
have in terms of liability. So when discudag the standard of liability, the focus is on product
liability since this directly affects the manufacturer and the production decisions he makes. Liability
of the driver or the holder of the vehicle is of no direct concern to the manufacturer. In the ston
0& 0T AOETT AT A 4UPAOGHh xA OAx OEAO OEA OOAT AAOA
O1 A @btAid @b 8 subjective standard® The directive indicates that when applying the
standard all circumstances need to be taken into aount, including: (a) the presentation of the
product; (b) the use to which it could reasonably be expected the product would be put; (c) the time
when the product was put into circulation. Howeverthese circumstances do not appear to be very
conducive tolimiting the liability of the manufacturer (and thus limiting any chilling effects liability
law may have). Why? When selling an automated car in the market, the marketing department of
the manufacturer will praise the vehicle. So the presentation of theroduct will necessarily be
controlled by other considerations than limiting a possible liability. The second circumstance is also
not very helpful: the use to which it could reasonably be expected the product would be put. In case
law, it has been determmed that the manufacturer must take into account that the user of a product
will not always take all precautions3® These circumstance exacerbatethe chilling effect of liability
rather than take it away. Are there other circumstances that can limit thedbility? The formulation

21 Council Directive 85/374/EEC of 25 July 1985 on the approximation of the laws, regulatis and
administrative provisions of the Member States concerning liability for defective products, OJ L 210,
07/08/1985, 29 -33.

28 See art. 6(1) Directive 85/374/EC.

29 |n the recitals to the directive, it is stated somewhat differently: the safety that thpublic at large is
entitled to expect. This formulation expresses more clearly that it is an objective standard.

30HR 2 februari 1973, NJ 1973, 315, nt HB.
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of the standard makes clear that absolute safety in the sense that the product will neveause
damage is not always demanded. The public is not always entitled to expect this. Cars are a good
example. A good luxury car pulls up imbout 35 metres from 100 km/h. If the braking distancevas
smaller, a number of accidentswould probably be avoided. But at present, it would be
unreasonable to state that a car with such a braking distance is unsafe. For products the public is
accustomedwith, it is easier to see what level of safety a person may expect, even if that level falls
short of absolute safety. The question is how the standard could be filled in with respect to a
product that the public is not accustomed with, such as automatedars. Whch degree ofsafety
could a person expect? Since there is no experience with automated ¢ans analogy with a product

we have noexperiencewith needs to be found. An obvious candidate for such a product is a human
driven car. It functions in thesame environment as an automated car, it performs the same function
as an automated car and apart from control aspects it is identical to an automated car. So how
would the standard be filled in when taking the human driven car as an analogy? It is reasdoe to
assume that society does not want to make a rearward step in safety when admitting automated
cars to the street. Sploosely formulated, the public at large is entitled to expect the automated car
to be as safe as a human driven car. A difficultyi ADB1 UET ¢ OEEO AOEOQOACGEITI
form is that although a human driven car may be an adequate analogue for an automated car they
are not the same. It may be expected that some accidents can be prevented with the use of
automated cars.Examples are accidents caused by tiredness, or intoxication of a human driver.
However, automated cars may also introduce new causes of accidents, such as accidents caused by
the physical limitations of their sensors. Another problem may be that there isat one human
driver that is equal to another human driver. So to whom should you compare the automated car?
These problems can be overcome or at least diminishatirough a reformulated concretisation of

the standard.

The concretisation s safe as a humanlriven card could be made more precise in the
following ways:

1. The automated car should statistically be safer than human drivers, or
2. The automated car should be safer than the best human driver.

The first formulation is less strict than the secondone. It does not mean that no accident
will happen that a good human driver could have avoided. It merely means that automated cars
statistically cause less (in number and in severity) accidents than cars driven by humans. In
practical terms, the first faomulation acts as a minimum standard. It is unlikely that automated cars
not meeting this standard would be acceptable to the European public. As said before, the European
public is probably not willing to make a rearward step in safety.

The second formuldion means that an automated car is at least as good as the best human
driver. This does not mean that no accidentwill happenwith automated cars. It only means thatif
an accident happensthe best human driver could not have avoided it either. The pwdical
significance of this is that once the technology for automated driving has reached this stagebody
can reasonably object to the introduction of automated cars on safety grounds.

4.3 Liability and Innovation

Liability and innovation are not isolated from each other but influence each other. On the
one hand, liability law may influence the decision of manufacturers to produce certain products. If
the liability risks are deemed too high, manufacturers may delay the introduction of automated cars
until technology allows a higher level of safety. Liability law may also have an effect on the trust
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that the public has in certain products. On the other hand, in determining liability the effects on
innovation may be taken into account. A producer carfor example, escape product liability if he
shows that the state of scientific and technical knowledge at the time when he put the product into
circulation was not unable to detect the defect. In this section, the effects of liability law on
innovation in automated cars will be studied It is found that certain adverse effects are to be
expected and a way of dampening these effects is proposed.

The effect of liability on innovation

Automated cars take over some or perhaps all functions that a traditional humadriver
now performs when driving a car. As we saw beforethis can take two forms. With partially
automated cars the human driver is still the driver of the car. His function changgsowever. He is
not the person who actually operates the controls of the car. Rather,he becomes the person
supervising the technology, ready to intervene at any moment. With highly and fully automated
cars the human user becomes at least part of the time a mere passenger in the car. The car drives
itself. In the latter casejt is clear that the responsibility for adequate control of the car has shifted
from the human user to the machine. Aa corollary, if it goes wrong and accidents happen caused
by inadequate control of the car, it becomes very unlikely that the acciderg attributable to a fault
of the human user. It becomes more likely that the accident is attributable to the manufacturer of
the car. So in highly and fully automated carit appears that manufacturers run a higher risk of
being held liable than in human diven cars. What about partially automated cars? Here, the human
driver has the final responsibility, much like in traditional cars that are operated by the human
driver only. So, superficially, a manufacturer does not seem to run a higher risk of beingldhdiable.
But is that so? Operating a car is not the same as supervising the automated systems of a car.
Operating the controls of a car requires active involvement of the human driver. The active
involvement makes it easier for humans to concentrate antb keep concentrating. Supervising a
system on the other hand is to a large extent passive ariglvolves the risk that the human driver
gets distracted from his task. If this proves to be true, manufacturers may have a responsibility in
designing partial automation in such a way that this risk is minimised. This responsibility if it is
not taken on adequatelyz may translate into a higher liability risk compared to human operated
cars. In conclusion, all forms of automation may lead to higher liability sks for manufacturers. This
is particularly the case with higher and fully automated cars.

Car manufacturers are well aware of this heightened liability riskt They are also aware
that accidents with automated cars will attract much attention from the pres. Negative comments
in the press may damage the reputation of the manufacturer. In the presence of horrible pictures of
a crashed automated car, it is difficult to defend oneself and the ensuing public discussion may be
governed more by emotion than by ational argument. Inthe literature, it is contended that these
Onarket forcesd make product liability law superfluous32 This however only applies when
OACOI AGETT 11 OAEAOU EO 00011 cCc8 (1 xAOGAOR AAT T x |
see hat certification authorities are struggling to determine the technical requirements that an
automated car must meet in order for it to be roadworthy. Hence, strong administrative laws on
safety are not to be expected in the short run and this leaves sofyigto a larger extent reliant on
product liability law.

31 Some authors do not see a large risk of a chilling effect of liability in Europe (van der Heijd 2001,
320-321).

32 Poilinsky and Shavell, 2009.
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A heightened liability risk (in the sense explained above) and the prospect of damage to the
reputation, make manufacturers delay the introduction of automated technologies, using the extra
time to make the technologya little bit safer. One could say that such a delay is not a bad thing. The
automated cars entering the road will be safer thant would have been the case had they been
introduced to the market earlier. But could it be that the introduction is delayedfor too long? In
fact, this argument can be made. To understand this, different stages in the development of the
safety of automated cars need to be discerned.

The stateof the art in safety can be described by comparing it with the safetyat existing
human driven cars offer. A first stage is the stage at which automated cars are statistically at least
as safe as human driven cargn this stageit is not the case thatno accidens will happen that a
good human driver could have avoided. Itnerely means that statistically, automated cars cause
fewer accidents than cars driven by humangboth in number and in severity). A more advanced
stage in safety is reached when automated cars are at least as good as the best human driver. This
does obvously not mean that no accidents with automated cars will happen. But the accidents that
do happen would also have happened had the car been driven by a human, even if this human was
the best driver that humanity has as yet,produced. If the latter stagein safety is reached
manufacturers will feel comfortable to introduce automated technologies to the market. In fact, in
this stage nobody could reasonably object to the introduction of automated technology on safety
grounds.

Rationally, it makes sense fosociety to introduce automated carsas soon asthey are
statistically safer than human drivers33 The number of accidents will drop. However
manufacturers will be very hesitant about bringing a car that only meets this threshold to the
market. It may cawse accidents that a human driver may have been able to avoid. Arguing that
automated cars are statistically safer against the backdrop of a recent accident involving an
automated car where a human could have avoided the accident is an uphill battle. Thighe type of
publicity that car manufacturers can very well do without.

Also, from a liability perspective such an accident may be risky. As we saw aboube
standard for product liability is the safety that a person is entitled to expect. This is an openorm
that needs to be filled in for automated cars. What safety could anybody (not just the user, but also
other participants in the traffic) expect? Since there is no experience with automated cars an
analogy with a product with which experience does dst needs to be found. An obvious candidate
for such a product is a humardriven car. It functions in the same environment as an automated car,
it performs the same function as an automated car and apart from control aspects it is identical to
an automated car. So what could be the standard to apply when taking the human driven car as an
analogy? Theminimum standard is that an automated car should meet is that it is statistically at
least as safe as neautomated car. The problem with this standard is tht it is rather abstract. It is
also difficult to ascertain whether a car meets this standardThis can be checkednly through
statistics that are built on large scale use. Therefore, it cannot be excluded that in legal practice a
standard will be pushed forward that is easier to apply in an individual liability case. Such a
standard could be that an automated car should be at least as good as an average or good human
driver. With respect to concrete accidents, the simple questioto be asked would be: woud an
average/ good human driver have been able to prevent this accident? The problem with such a non

33 Rationality is obviously not the only perspective by which the introduction of automated cars to
the road may be judged. The ethical part of this deliverable addresses these other aspects. A societal
discussion about the moment and conditions for introduction is needed.
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statistical, human-based standard is that an automated car is different from a human being and fails
in different respects than a human does. So it is wedifficult to meet such a standard for makers of
automated cars34 Moreover, the standard has a simple argumentative appeal. How could one
ARAEAT A AOOIT I A O Avbrseditfad gooddmaddriviei®ACardmanufacturers are all too
conscious of such a stngent criterion becoming the standard and the implication it could have for
them.

The safety a person is entitled to expect alsdepends on the presentation of the product
(art. 6(1) (a) Product Liability Directive).35 In the marketing of automated carsthe benefits and
new uses of cars will probably be stressed. This will push the expectation with regard to safety that
the automated car offers up. The justified expectations of the safety can be lowered by attaching
disclaimers to the product. However, diclaimers cannot be used to lowethe safety expectatiors of
the public arbitrarily .4 EA  $ OOAE 3 Ob O AHoithe fariskeOtd thejuddtiodwhett@r a
warning can be considered to be an adequate measure for protection against a certain risk, itfs o
decisive relevance whether it can be expected that this warning will result in acts or omissions that
avoid this risk.8 This was not decided in a case about product liability (but of liability of the
manager of an airport decided under general Dutch taorlaw), but in the literature this finding is
thought to be applicable to product liability as welk? In other words, if it can be expected that
people will ignore a disclaimer, then the disclaimer does not take away the defectiveness of the
product. Dischimers that are too artificial will not work. This presents society with an anomalous
situation. If automated cars are statistically safer than human driven cars, society has good reason
to allow automated cars to the road. However, for fear of liability mbad press, manufacturers do
not want to run the risk to introduce automated cars until they meet a higher standard, such as: no
accidents happen that a good (or the best) human driver could have preventddSo there is a delay
in the introduction of automated cars that is purely down to liability law and fear for negative
publicity.3? We callthis the chilling effect of liability law (Calabresi & Bobbit, 1978).

One proviso needs to be made at this point. In this text we look at safety only, other
conditol © OAI AGAT &6 &£ O OEA 1TTiIATO T &£ ET 001 AGAGET T C
These other conditions were not researched here and could very well pull the moment of
introduction forward (such as competition between car manufacturers) or push e moment of
introduction further into the future (e.g. motorists not feeling comfortable with automated
vehicles).

1 OAOEAT O 11 400OEI C60 EIi EOAOGET1T AT OI A OAOGO xEAOE
scientific corroboration of the finding.

35 Council Directive of 25 July 1985 on the appximation of the laws, regulations and administrative
provisions of the Member States concerning liability for defective products, 85/374/EEC, OJ L 210, 7.8.1985,

29.

36 Unofficial translation of the Dutch text: 'Voor het antwoord op de vraag of een waatsgwing kan
worden beschouwd als een afdoende maatregel met het oog op bescherming tegen een bepaald gevaar, is van
doorslaggevende betekenis of te verwachten valt dat deze waarschuwing zal leiden tot een handelen of
nalaten waardoor dit gevaar wordt vermeden. Source: HR 28 mei 2004, NJ 2005, 105 (Jetblast).

37 Pape, 2009.
38 See report of the stakeholder meeting of 29 October 2013 in Munich.
39 For U.S, law see Fagnant & Kockelman, 2013, 12.
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How to dampen chilling effects?

The foregoing raises the question how the chilling effect of liability law can be dampened
without compromising the functions of liability law (as described above).

Assumptions and framework conditions

We make a number of assumptions: 1. Automated cars will only be introduced to the market
if they are statistically safer than cars driven by humans. 2. tT OEA 11 01 O ET OO0OAO
the number and severity of accidents is reduced. In addition we hold on to a number of framework
conditions: the two functions of liability law stay in place and liability for accidents with automated
cars should not educe the usability of these cars to certain territories within the EU. These
assumptions and framework conditions are elaborated below.

Assumption 1: Automated cars are statistically safer #n cars driven by humans.

Why is it reasonable to make this asumption? Above we saw that society is most probably
not willing to make a rearward step in safety with the introduction of automated cars.
Manufacturers do not want to make such a step either. But what assurances can we have that the
cars are not introduced on the road before they reach this level of safety? In the soluti@ketched
below, manufacturers are not shielded from liability altogether.If a manufacturer nonetheless
makes a rearward step in safety the incentive and corrective function of liabilty law are still in
place. Hence, there is a good reason to expect that manufacturers only introdu8afed automated
cars to the road Where this is not the case it is expected thatcorrective action on the basis of
liability law can be taken.

That being said, it is not immediately clear what it meansfor automated carsto be
statistically safer than cars driven by humans. A first indication that this is the case is that insurers
pay out less in compensation for accidents involving automated cars perl&inetre driven in such a
car (than for accidents with purely human driven cars). Such a financial indicator may poieither
to a reduced number of accidentsr to a reduced severity of accidents. However, it is possible that a
lower total amount in compersation is the consequence of fewer but more severe accidents. It is
also possible that it is the consequence of manyimOA AOO 1 AOO G&dkiénhraek hateA A E A A
its views on how to assess such situations. More severe accidents may be deemed unaatdpt
even if their number is very low and the total amount of damages drops. It may also be that the
amount paid in compensation is not an adequate indicator of the severity of an accident. In such
cases, the financial indicator needs to beorrected. This once again stresses the importance &
public discussion aboutthe admission of automated cars to the road and the implications this has.
In conclusion, we assume that a reduction in th&er kilometre6payout by insurers should be the
minimum result of the introduction of automated cars. Perhaps public discussion about the
moment of introduction will require more (such as less severe accidents leading to permanent
invalidity). It is up to society to decide which level and type of safety it deems acceptab

Assumption 2: Insurers have an interest in accident reduction.

For areduction of the chilling effect that product liability has on manufacturers, it will prove
relevant that insurers have an interest in reducing the number and severity of accidentHowever,
insurance companies may not be interested in a reduction of accidenisder all circumstances The
position insurers take may depend on many factors.
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One such factor may be the competitiveness of the insurance market. If the insurance
market is competitive and individual insurers cannot increase the premiums they charge to their
customers, they are from an economic perspective interested in reducing the humber of accidents
and the compensations they have to pay out. Reduction in payout is themway to maximise profit.

If, however, the insurance market is not competitive, insurers mayincrease premiums to
compensatefor greater payouts. In such a norcompetitive market, a greater volume of damages
may actually be an attractive scenario for insunes, since it increases turnover and profit. From an
economic perspective, there may then be little reason not to hold manufacturers liable on the basis
of product liability.

Another factor may be the sense of societal responsibility insurers feel. A highieveloped
feeling of societal responsibility may make an insurer more inclined to make decisions that are
conducive to more safety on the road. Yet another factor may be the public opinion about insurers.
Snce the economic crisis of 200&he financial sector has been subject toan increasingly intense
public scrutiny. This may also provide a push in the right direction. Whether these effects
materialise and how big they are cannot bdetermined without empirical research.

) Below it will appear important that the interests of insurersbe aligned with interests of
Gocietyd Although nothing definitive can be said here, there is no reason to be overly pessimistic in
this respect. Nonetheless, it is outside the ambit of this research to precisely determine thesition
insurers will take and the factors that are of influence. Additional empirical research is needed. If
and when necessary the competitiveness of the insurance market needs to be assured.

Framework condition: hold on to the functions of liability law.

As stated abovethe functions of liability law are the incentive and corrective function and
the compensation function. The provision of compensation to the victim is an important element to
be included. If compensation to the victim is not guarantesk the stakes in disputes ensuing from
accidents with automated cars will be very high and victims will pursue compensation with more
zeal. This would only enhance chilling effects. We choose not to do away with the incentive and
corrective function sinceit must be possible to act against manufacturers that deliver unsafe cars,
even if these cars comply with all the formal standards about roadworthiness. This is also in
accordance with statements by a representative of major car manufacturer in our stakeler
meeting that it will assume complete liability when necessary. Another important reason to hold on
to these functions is that the stateof-the-art is not yet able to deliver sufficient safety for all traffic
situations in which an automated car mightfind itself. This might not be a conclusive argument if
we had rules about roadworthiness that precisely prescribe what safety an automated car must
provide. The reality, however, is that certification authorities are, at the moment, far from able to
specify the requirements that an automated car must meet to be roadworthy.

Framework condition: an EUwide solution

A solution to the liability for accidents with automated cars should be EW/ide in the sense
that it is relevant that the users of automated carsan use their cars throughout the EU and are not
limited to their own country or a limited number of countries within the EU. If type approval of
automated technology is harmonised throughout the EU, it is at least legal to use the tymeproved
technology in all member states. If there is no harmonised type approval, Member States would still
be bound by the free movement of goods, but the free movement of goods is not unrestricted. The
TFEU does allow for prohibitions justified on grounds of public moratly, public policy or public
security, the protection of health and life of humans, animals or plants, or the protection of
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industrial and commercial property, as well as other mandatory requirements recognised by the
Court of Justice (e.g. protection ofhe environment). Such prohibitions must, however, be
proportionate and must not amount to arbitrary discrimination or a disguised restriction on trade
between Member States.

Reduction ofthe chilling effects of product liability

The challenge is to providea system in which the manufacturer is not overexposed to
liability (this would lead to a chilling effect on innovation) but also not underexposed (this would
undermine the functions of liability law, namely the prevention of accidents and compensation to
the victim).

Insurance provides part of the solution. It ensures that the victim is being compensated. But
it leaves two other elements to be dealt with. First, it is unclear whether insurers will be prepared
to insure automated vehicle4® and, second, itis not so clear how insurance affects manufacturers:
will it lead to overexposure to liability if the insurer takes over the claim that the victim held or
underexposure if no recourse against the manufacturer can be had?

For the first element, the two asamptions that we made above come into play. If automated
cars are only introduced when they are statistically safer than present cars and if insurers have an
interest in areduction of accidents, then we can be reasonably optimistic that insurers will warib
insure automated cars. It is then in their interest to stimulate the manufacture and use of
automated vehicles.

But how should we think about the second element? If insurers have no recourse against
manufacturers, the incentive and corrective functionof liability are no longer effective. Hence some
recourse against manufacturers is neededBut how can we create the right incentive? Here the
second assumption comes into play. If insurers are interested in a reduction of accidents, they may
make judicious use of their power to take recourse against the manufacturer. It diminishes their
interest in pursuing manufacturers that conscientiously build automated cars, but are struck by bad
luck. They are the manufacturers of the cars that reduce the number of@dents overall. Insurers
do have an interest in taking action against manufacturers that deliver sustandard automated
cars.

In short, insurance reduces the chilling effect product liability may have on manufacturers
in the following way.

[1] The victim iscompensated by the insurer.

[2] The insurer benefits from robotic driving (fewer accidents) and therefore has an
interest in manufacturers continuing to build robotic cars. This diminishes the incentive
to sue the manufacturer for accidents, the prevention ofvhich is beyond the stateof-
the-art or to otherwise pursue compensation where this would drive manufacturers
01 OAO OEA Al EAEA58 4EEO EO 1T &£ AT OOOA 11 EAO/
opportunistic behaviour and sue manufacturers in theprospect of a payout. The
proposed solution should be seeras an attempt tocontain the problem and not as a

40 |n ltaly, traffic-insurers are obliged to accept new customershowever, there are other Member
States (e.g. the Netherlands) where insurers are allowed to decline djgations for traffic insurance.
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hard guarantee against chilling actions. A quantification of the effect of the solution
cannot be given here. This requires empirical research.

[3] The insurer, notthe victim, is a party to a possible legal disputeThistakes the emotion
out of the case.

At the same time the incentive and corrective functions of liability law are retained.
Type of insurance and underlying law

The way in which liabiity law is given shape in a jurisdiction indicates what type of
insurance covers damages caused by automated cars. There are different variants in place. Many
countries have special rules about the liability of the driver of a vehicle, combined with a laigduty
to take insurance coverage. Second, the holder of the license to a vehicle can be subject to liability
and to a duty to insure. The conditions vary per country. Third, traffic accidents may be largely
withdrawn from the field of liability and be covered by first-party insurance. This modeis adopted
in Sweden.

Liability of the driver

There are different systems forattributing liability to adriver. Liability attribution s may be
based on a fault of the driver or on the ground that it is in the saetal setting at hand reasonable
that the driver carries the burden of liability. The legislator may deem ndault liability of the driver
reasonable because driving a car introduces a risk in society or because the driver is obligatorily
insured. These was of attribution are often called faultbased and riskbased respectively. There
are clear differences between the legal systems in Europe. In the UK, the liability of the driver is
fault-based4! In Germany the driver is assumedo be at fault, unlessshe can prove otherwise
(Gasser, 2012: 19¥2 In France, the liability of the driver is riskbased (Giesen, 2001: 136). Both
fault-based and riskbased system could be considered for automated cars with medium to high
automation. However, driverbased liabilty may become problematic since the role of the human
driver is decreasing and in the long run the human driver may be taken out of the loop altogether.
Therefore, we will concentrate further on the two other systems: liability of the license holder and
resolution outside the realm of liability law.

Traffic insurance

This is a system used in Sweden. It is here described in very broad lines. Indemnification of
the victim is the starting point of the system. The victim of a traffic accident is compensated hy
OEEOOO DHAOOUG ET OOOAOh EB8A8 EI OOOAT AA ACAET 00
travelling in a motor vehicle typically claim under the insurance of that motor vehicle. Persons not
travelling in a motor vehicle typically claim with the insurance of the motor vehicle that is involved
in the accident. Liability need not be established (von Bar 2009: 716). The motor vehicle insurance
is obligatory. The advantages of the system are that victims are compensated more
comprehensively. At the see time, some costs are saved becaudigere is no need to determine
who is liable for the accident which might be complicated A traffic insurer may however try to
reclaim its costs with the traffic insurer of the motorist responsible for the accident. Té Swedish

41Wing v. L.G.O.C. [1909] 2 K.B. 652.
422§ 18 Abs. 1 S. 2 StVG

File name:robolaw_d6.2_guidelinesregulatingrobotics_20140922.docx
Leader contractor:SSSA Page64 of 215
Participant contractors: ALL




R O bo LaW D6.2 7 Guidelines on Regulating Robotics

model has some drawbacks. The following can be mentioned. First, the cost of insurance is borne by
the victim, not by the tortfeasor. In Sweden, this drawback is mitigatedhrough an elaborate
system of social insurance that bears many of the dssassociated with accidents. Social insurers
cannot reclaim the costs with traffic insurers (Hellner, 1986: 631). Second, since the system is not
based on liability, the incentive and corrective functions of liability law are absent. This is
somewhat mitigated through higher insurance premiums for accidentprone vehicles (such as
heavy motor cycles) which makes these vehicles less attractive. Third, the system may be more
expensive, since it is easier to claim compensatidh.However, this effectz if it occurs at allz is
counterbalanced by diminished legal expenses. It is not completely clear what the net effect is
(more expensive or not?) or how you should value a possible higher expense: more compensation
to the victim and reduced legal expenses are ithemselves no bad things and may even be worth a
little extra cost.

What could this system mean for automated cars? A switch in other EU Member States to
the Swedish model for all traffic accidents (also those involving neautomated cars) may be an
option. But it is beyond this project to discuss this. Insteaghis report is restricted to the question
whether other countries could adopt the Swedish model for automated cars only? Assuming that
there is a definition of what an automated car is (as discusdeabove) this may be possible. In
Sweden, a victim of a traffic accident may still choose to hold the tortfeasor liabldowever, the
route via the first-party insurer is so much easier that the liability route is hardly ever chosen (von
Bar 2001: 716). Trerefore, it might be possible to put the Swedish system on top of a liability
system. This would mean that a Swezh-type first-party insurance would be made mandatory for
automated cars. A practical problem would probably be that this would make insurancéor
automated cars more expensivé4 First, just like in Sweden, this insurance would attract many
claims since it is an easier route for victims of accidents. Second, other countriesside Sweden
may have a less elaborate system of social insurance, thHeaving more costs to be covered by the
traffic insurance. A higher premium may have negative effects on the success of automated cars in
the market. It may also be hard to justify that automated cars attract higher insurance premiums if
they are supposedo be safer than human driven cars (as per first assumption). On tipeo side, the
loss of the incentive and corrective function with regard to the driver or user of an automated car is
not so grave: the role of the driver/user is decreasing anyway with icreasing automation. The
traffic insurer may be giventhe chance to haveecourse against the manufacturer.

Liability of the holder of the license to the vehicle

This is a liability of the holder of the license to the vehicle. He may be liable even if Benbt
the driver of the car at the moment an accident occurs. This is a type of liability with a strong risk
element. That does not mean that a holder cannot make relevant faults. would, for example, be
the holderd O /v omébddy who is cleary unable to driveto use the car The holder is
however, also liable where he has not committed any fault. Typically, the idea behind this type of
liability is that by putting a car on the roadthe holder introduces a source ofdanger into society. If
and when this danger materialises, it is reasonable that he carries the cost of the accident. To
protect the holder against claims he canngpay, there is mostly a duty to insure against the liability
risk he runs.

43 See, for example, the US experience with 4fiault-insurance : RANDWhat Happened to NeFault
Automobile Insurance?http://www.rand.org/pubs/research_briefs/RB9505/index1.html

44 See, for example, the US experience with 4fiault-insurance : RANDWhat Happened to NeFault
Automobile Insurance?http://www.rand.org/pubs/research_briefs/RB9505/index1.html
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AnA@ATl D1 A EO HakehaftundoQibbiify of he vehicle-license holder). If the
O" A O Qupekafial) of the car causes damage, the holder of the vehicle is liatded no further
conditions needing to be fulfilledfor this rule to apply (art. 7 StVG). The damage is covered by the
insurancethat the holder isrequired to have. In the Netherlands, the owner or holder of a vehicle is
liable if the vehicle is involved in an accident and damage is done to persons or objects other than
those riding the vehicle. There is an exception for forcenajeure, making this strictly speaking a
form of with -fault liability. But since forcemajeure is difficult to establish the result comes close to
risk-based liability (Giesen, 2001: 131). An important exception is that the owner or holder is not
liable for damage done to free walking animals, another motor vehicle or people or objects
transported by that other vehicle (art. 185.3 WVW). In essence, this provides strong protection for
weaker participants in traffic, such as pedestrians and bicyclists. In Fnae, liability for traffic
accidentshas beenC1 OA O1 A ALoiBadintér&sfice @985 It established a riskbased liability
£l O OEA paarlOR O EOA OCT 01 O OAEEAI A £ O OOAZEZEA AA
which the motor vehiclewad ET OT 1 O A Amplicationd(&terk, 1998: 50).

What is the potential benefit of liability of the holder of the license to the vehicle and the
duty to insure for automated cars? The advantages of this type of liability and obligatory insurance
are as follows: 1. It prevents discussion about who is driving: man or machine? So it has a strong
element of technologyindependence. 2. Insurance against liability is obligatory, leading to a large
majority of all cars being insured. Where holdersz contrary to their obligation/duty z are not
insured, there are funds that compensate victims3. This type of liability already exists in Germany
and many other states and does not necessitate the introduction of something radically new.

The challenges this solutin leaves openare: 1. Not all Member States of the EU have
system where the vehicle holder liable and, as is apparent from what has been said above, the
conditions diverge. 2. The damage to the user of the vehicle causing the accidentt covered. In
OEA A A@dsidedaccilenDthere may for example be nobody to hold liabl&hese challenges
are elaborated uponbelow.

Diverging rules about liability of the vehicle holder

If the liability of the holder in combination with the obligatory insurance is to give
comprehensive protection to victims of automated cars, some form of harmonisation is needed. For
example, the rules in the Netherlands do not cover the situation where two cars collide. This does of
course not mean that there is no liabilityof any person. There is a falback on the normal rules of
liability, such as the with-fault liability of the driver or product liability of the manufacturer. But
these options are more cumbersome for the victim, may be difficult to apply to some automadte
AAOO | AOEOAOSO 1 EAAEIEOUQq AT A 1T AU ET OEOA A AEE
manufacturer (product liability). To take away uncertainties about liability risks run by
manufacturers and to give equivalent protection to victims of acciehts with automated cars some
form of harmonisation would be needed.

Insufficient coverage

The liability of the vehicle holder may not cover all damages. For example, if the holder is
driving himself and suffers damages, these are not compensated. The \aiholder cannot hold
himself liable. If the victim has firstparty-insurance (in addition to his insurance against liability)
he may claim his damage under that insurance. Such insurance is generally not obligatory and many
drivers do not have such insuance. In the absence of insurance against damage the victim may seek
direct recourse to contractual or product liability of the manufacturer of an automated car.
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One option could be to leave thigsit is. It is thenup to the holder of the vehicle to deie
whether he seeks voluntary insurance cover. For the manufacturer this may be considered a
residual liability risk that may not have an appreciable influence on innovation. The other option is
to close the gap by requiring mandatory insurance for damagghat is not covered by liability. The
latter choice will bring the system closer to the Swedish model in terms of victim protection,
insurance coverage and costs.

4.4 Recommendations

If a chilling effect as a consequence of product liability cases is te lavoided, we need a
system that allows a victim to obtain a sufficient compensatiomore easilythrough insurance than
through product liability. This is certainly the case under the Swedish model and probably also
under an obligatory and comprehensive tird party liability scheme where the holder is liable on a
no-fault basis.

At present, there arehowever, large differences between EU Member States, with respect to
traffic liability and insurance. If this leads to differential exposure ofautomated carmanufacturers
to product liability, there is a reason to harmonise traffic liability and insurance law. Whether such
harmonisation should be inspired by the Swedish model or the more conventional liability of the
holder of a vehicle cannot bedetermined here. The Swedish model gives more comprehensive
protection to the victim and is easier in its administration.Further research would be needed to see
whether it is more expensive.A system of liability of the holder is much closer to what many
Member Statesalready have in place, but it is still far from harmonised.

The legal analysis giverise to the following recommendations for policy makers:

(1) There is a need for a public discussion about the safety society expects from automated
cars. The outcomes of sth discussion could make it easier to decide on the moment
these cars or certain features can be introduced to the market.

(2) There is a need for research into the position of insurers with respect to automated cars
with special emphasis on the question whdter the interests of insurers are aligned with
the values and interests held by society. In particular, it should be researched how
conditions can be created to (make and) keep the insurance market competitive.

(3) In order to reduce chilling effects of produt liability on innovation in the field of
automated cars, it is recommended t@ softly z separate the compensation function of
liability law from its accident prevention function. Victims are compensated by insurers
(compensation function) and insurers deide whether to claim product liability based
on a rational assessment of what is necessary for accident reduction (accident
prevention function).

(4) The Swedish model of traffic insurance is a promising model for compensation of
victims of automated car acaents. Further research isadvisedin order to establish to
what extent the model does (or does not) build on specific characteristics of Sweden
(e.g. elaborate system of social security), whahe financial implications of a broader
(EU-wide?) introduction would be (more or less expensive?) and whether it could be
introduced for one category of vehicles (viz. automated cars) only.

(5) It is relevant to monitor whether the differences in traffic liability and insurance
amongst the Member States of the EU andfféirences in the compensations victims
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receive under these systems lead to differential exposure of manufacturers to product
liability.

Annex 1

This annex sets out a number of definitions devised by states that allow automated cars on
the road.

The Statel £ . AOAAA OEIAO BDARDOA DA ODT T 111 00 OAEEAI Ao C
with a safety system or driver assistance system, including, without limitation, a system to provide
electronic blind spot assistance, crash avoidance, emergency braking, piawk assistance, adaptive
cruise control, lane keep assistance, lane departure warnings and traffic jam and queuing
assistance, unless the vehicle is also enabled with artificial intelligence and technology that allows
the vehicle to carry out all the mechaical operations of driving without the active control or
continuous monitoring of a natural person@s

In California, an autonomouDAEEAT A EO A AEEDIATAT 1AIGO GEI @ A B & DidA
vehicle equipped with technology that has the capability oferating or driving the vehicle without
the active physical control or monitoring of a natural person , whether or not the technology is
engaged, excluding vehicles equipped with one or more systems that enhance safety or provide
driver assistance but arenot capable of driving or operating the vehicle without the active physical
control or monitoring of a natural person4é

In Michigan, an autonomous vehicle is defined as folldv@g AA8 ¢A8 jpq O! 601
OAEEAI A6 1T AAT O A 11 O Ged@ednEdibdyl hds béeh instalied Aither ByGaOT | A
manufacturer of automated technology or an upfitter that enables the motor vehicle to be operated
without any control or monitoring by a human operator. Automated motor vehicle does not include
a motor vehicle enabled with 1 or more active safety systems or operator assistance systems,
including, but not limited to, a system to provide electronic blind spot assistance, crash avoidance,
emergency braking, parking assistance, adaptive cruise control, lafleeeping assistance, lane
departure warning, or traffic jam and queuing assistance, unless 1 or more of these technologies
alone or in combination with other systems enable the vehicle on which the technology is installed
to operate without any control or monitoring by an operatord?

In Florida, an autonomous vehicle is defined as follows90) AUTONOMOUS VEHICEE.
'TU OAEEAI A ANOEPPAA xEOE AOGOITT11T 00 OAAETTIT CL
technology installed on a motor vehicle that has the capabilityo drive the vehicle on which the
technology is installed without the active control or monitoring by a human operator. The term
excludes a motor vehicle enabled with active safety systems or driver assistance systems, including,
without limitation, a system to provide electronic blind spot assistance, crash avoidance,

45 NAC 482A010 O! 60611111060 OAEEAI AkvailableET &&A OD OAC
http://www.leg.state.nv.us/NAC/NAC-482A.html
46 Par 227.02 sub b. Cal. Vehicle Code (?), available at:

http://ap ps.dmv.ca.gov/about/lad/pdfs/auto_veh2/adopted_ txt.pdf

47 Available at: http://www.legislature.mi.gov/documents/2013 -2014/publicact/htm/2013 -PA-
0231.htm
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emergency braking, parking assistance, adaptive cruise control, lane keep assistance, lane
departure warning, or traffic jam and queuing assistant, unless any such system alone or in
combination with other systems enables the vehicle on which the technology is installed to drive
without the active control or monitoring by a human operator4s
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* This chapter has been written with contributions by: Erica Palmerini (8 1); F. Azzarri (88 2.1, 2.2);
Fiorella Battaglia and Nikil Mukerji (88 3.13.5); Federico Azzarri and Andrea Bertolini (88 4-4.8). This
chapter takes advantage of the results obtained in the following activities: RoboLaw 2nd Stakeholder
Meeting, 29 October 2013, University of Munich (Germany); umd-table experts, 15 January 2014, Pisa at
Endocas (Center for computefassisted surgery http://www.endocas.org), University of Pisa (Prof. Franco
Mosca, Prof. Ugo Boggi) and the interview with Dr. Fabio Vistoli and direct experience performed at the da
Vinci Skills Simulator, 8 March 2014, University of Pisa (Italy).
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1. Introduction

The spread of computerassisted surgery, favoured by instruments which allow to
overcome significant limits of the traditional laparoscopic surgery, poirg to this field as a crucial
area to investigate within RoboLaw.

Surgical robots offer the opportunity to complement the action of human surgeons,
providing it with greater strength, efficacy, precision and also reducing morbidity rates. By coupling
human alilities with computer-based technology, they allow to implement an optimized
interventional plan, that is produced combining statistical information and preoperative patient-
specific information, and then it is registered to the actual patient, and, in sa it is necessary,
updated in the operating room.

The planned procedure is carried out with the assistance of the robot, and it is constantly
updated through additional imaging and sensing. After its completion, further imaging and data are
collected andretained for the patient follow-up phase, but also for analysis and assessment in order
to improve methods and procedures.

The advantages of such computeintegrated surgical systems have been widely highlighted,
and can be summarized as follows:

1 Improve the technical capability of the surgeon by augmenting the precision and
geometrical accuracy of the intervention, and eliminating possible cause of
perturbation like hand tremor;

1 Allow less invasive procedures while guaranteeing the immediacy and dexterityf
open surgery through reattime image feedback;

1 Promote surgical safety through virtual barriers in order to prevent the surgeon,

xET EO | AT AOGOAOET ¢ OEA O AT 060 OOOGCEAAI

1 Enhance the followup phase and facilitde subsequent clinical research thanks to
the detailed quality and quantity of data collected during the procedures and
retained for future analysis;

9 Possibly reduce the costs of interventions, by reducing healing time (therefore
shortening hospital stays)and the need for surgical revision due to greater technical
accuracy of the performed operations;

1 Being apt for remote surgery, therefore allowing to perform operations in hostile
AT OEOT 11 AT 66h A8c8 EI 1T OAAO OlrayArDiheE A
battlefield, in space etc.

In turn, the main drawbacks of robotics surgery are identified in the lack of haptic feedback,
which is of crucial importance for appreciating the force exerted by the surgical tools on the
blood vessels or distinguishing normal tissues from cancerous tissue. This current limit is being
addressed by ongoing research trying to integrate sensors into the surgical instruments and
improve methods to convey the sensed information to the surgeon.

Other downsides are the costs for both the initial purchase and maintenance, and difficulties
related to the introduction of computer-integrated surgical system in the operating room, that ha
to be rearranged around a separate master console and slave robots. This is especially true for-tele
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operated systems, less so for handsn control that requires less hardware and can be easier to
introduce into existing surgical settings. At the same itne, handson control is incompatible with
any degree of remoteness between the surgeon and the surgical instrumeniis.order to overcome
other constraints of the traditional techniques, like the difficulty of reaching surgical sites inside the
body and pasitioning the tools effectively, other devices likessemi-autonomously moving robots, e.g.
for epicardial or endoluminal applications, have been developed.

2. Technological Overview

Robots have entered the field of diagnosis, therapy and surgery quite redbn but
nowadays they are quite spread in the healthcare systems: voieetivated robotic arms routinely
manoeuvre endoscopic cameras, and complex master slave robotic systems are currently FDA
approved, marketed, and used for a variety of procedurés.

When illustrating the appearance of robots in diagnostic and therapeutic procedures, two
aspects have to be considered: 1) robots have been introduced essentially for improving the quality
and precision of surgical procedures; 2) the initial evolution of robts in surgery is strictly related
01 OEA AEOOE AT A AOTI1OOEITT T &£ -ETEIATTU )T OAGEO/
surgical operations without a direct vision of the surgical environment and a direct manipulation of
tissues: a few smh incisions are performed in the patient, a couple of long instruments are
introduced through them and the internal scenario is monitored by a laparoscope, that is, a vision
system also introduced through a small incision. MIS advantages are basicallyateld to reduced
risk of infections, reduced cost of hospitalization and reduced convalescence (Kiet al, 2002;
Fuchs, 2002). On the other hand, MIS introduces many technical limitations for surgeons (e.g. loss
of haptic feedback, unnatural hanekye coordnation, limited dexterity, loss of direct 3D depth
perception, counterintuitive motion of instruments due to the fulcrum effect) that can be partially
addressed and solved by robotic technologies.

Alongside the introduction of laparoscopy, the first reatobot was employed in surgery: the
industrial robot Unimation Puma 200 was employed in 1985 to perform neurosurgical biopsies
with high precision and without using traditional stereotactic frames (Kwoh.et al, 1988). Once the
target area of the brain wasidentified on the computer tomography picture, a simple command
allowed the robot to move to a position so that the engffector probe guide pointed towards the
target. This resulted in a faster procedure than the one performed with a manually adjustable
frame. However, the most important advantages were the improved accuracy, which could be
reached by properly calibrating the robot, and the full interface between the CT scanner and the
robot driving the probe.

Around 1990, researchers understood the poternal of robots in orthopedic surgery. In
principle, since bones are more rigid than other organs (such as brain, prostate, etc.), the accuracy
of robots is transferred entirely to the surgical tasks, thus opening the possibility to achieve a
previously never met precision in orthopedic surgery. The ROBODOC robot from Integrated
Surgical Systems was introduced clinically in 1992 to mill out precise fittings in the femur for hip
replacement. ROBODOC showed superior performance in cutting the desired shapehaf bone to
host the customized implant while monitoring cutting forces, bone motion and other safety sensors.

1 A detailed overview is offered by Menciassi & Laschi (2012).
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ROBODOC was the first surgical robot finally approved by the FDA.

) 1 OEA wnd O OEA OAAT AOET 1T &£ OOOCEAAI o1 Al
classifications of robots were introduced based on their application, level of autonomy, core
technology etc. A general trend in the last decade has shown the integration of compact
miniaturization techniques into surgical robots, in order to improve the grformance of traditional
hand-held tools and to generate robots purposely designed for specific tasks in surgery.

A paradigmatic example is offered by the AESOP (Automated Endoscopic System for
Optimal Positioning) robot produced by Computer Motion Inc. Wwich obtained FDA clearance in
1994. AESOP is a robotic arm that is not intended to perform a surgical task; its purpose is to
AT T PAOAOA xEOE OEA OOOCATT EIT EITITAETC OEA 1 APAO
intentions in a natural way. Precison, accuracy, fast response time for the robotic arm are still
required but these features come together with technology for voice control or for smooth
displacement.

The core technologies of AESOP, as the core technologies of the more famous da Vinci
telesurgery robot, were nurtured - partially or entirely - at the National Air and Space
Administration (NASA) Ames Research Center that started a program on virtual reality
OAl ADOAOGAT AA OOOCAOU ET OEA 1 AOA ymnd O aip @iimgA OAh
forces behind the development of surgical robots. These research activities led to the birth of two
telesurgical robots: the ZEUS robot, by Computer Motion Inc., and the da Vinci robot, by Intuitive
Surgical Inc., which in 2003 acquired also tWZEUS system.

More recently, autonomous robotic systems have begun to transform their mechanical
drillers and tools with laser radiation from other energy sources, thus opening the field of real
therapeutic robots. A prominent example of this generation fosurgical robots is the Cyberknife
(http://www.accuray.com/) which represents an entirely new approach to radiosurgery. It
incorporates a compact, lightweight linear accelerator mounted on a robotic arm, and it provides
the surgeon unparalleled flexibility in targeting. Advanced image guidance technology tracks
patient and target position during treatment, ensuring accuracy without the use of an invasive head
EOAI A8 4EA EI ACET C ET &£ Oi ACEIT EO OACEOOAOAA AA
robot so that it may compensate for any changes in patient position by repositioning the linear
accelerator.

Telerobotic technologies have been recently proposed also for endovascular interventions.
In endovascular interventions, the main difficulty is driving endovascular catheters towards the
target regions by moving just the proximal part of the catheter itself. Robots have been proposed to
magnetically steer a magnetized catheter towards the target regions: the catheter is moved thanks
to interaction with an external magnetic field finely adjusted by robotic arms
(http://www.stereotaxis.com/); a similar goal is achieved with a different robotic technology that
allows a catheter to be steered into difficult heart anatomies by merging B.oF. driving systems
force reflecting technologies, and advanced visualization facilities
(http://www.hansenmedical.com/ ).

A recent andexhaustive research summarizes the medical fields in which surgical robots
are currently utilized (Beasley, 2012).

a) Neurosurgery Neurosurgery robots are machines for imagguided cannualae or other
tools positioning/orientation. The NeuroMate system (by Renishaw, previously by
Integrated Surgical Systems, previously by Innovative Medical Machindsternational),
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which has received the CE marking and the FDA clearance, is adopted for biopsy, deep
brain stimulation, stereotactic electroencephalography, transcranial magnetic stimulation,
radiosurgery, and neuroendoscopy. Another robotic system, Patimiler (Prosurgics,
formerly Armstrong Healthcare Ltd.) has been cleared by FDA in 2004 for neurosurgery,
and it is used by the surgeon to indicate a target and a trajectory on a poperative
medical image, so that the robot guides the instrument into posan with submillimeter
accuracy. Again, there is the Renaissance robot (Mazor Robotics, the first generation
system was named SpineAssist), which has the FDA clearance (2011) and CE marking for
both spinal surgery and brain operations (2011). The device eists of a robot the size of

a soda can that mounts directly onto the spine and provides tool guidance based on
planning software for various procedures including deformity corrections, biopsies,
minimally invasive surgeries, and electrode placement prockires.

b)  Orthopedics The most relevant advantage related to the robot assistance in orthopedics is
represented by an accurate and precise bone resection. The first robot used in this figld
in 1992 for atotal hip replacementz was RobododCurexo Technology Corp, originally by
Integrated Surgical Systems), which received the CE marking (1996), and FDA clearance
for total hip replacement (1998) and total knee replacement (2009). The Robodoc system
is constituted by two components: Orthodoc, a -8limensional surgical planner, and the
Robodoc surgical assistant, the robot employed for hip replacement intervention. A direct
competitor of Robodoc, although no longer for sale, was Caspar, a robotic system for knee
and hip surgery, launched in 1997 by Ortolslquet. In 2008, the Rio robotic arm (Mako
Surgical Corp, previous generation called the Tactile Guidance System) was released and
received FDA clearance; the Rio is used for implantation of medial and lateral unicondylar
knee components, as well as for patlofemoral arthroplasty. It is worth to observe that
robotic arm of Rio already offers a tactile feedback to the surgeon. iBlock (Praxim Inc., an
Orthopaedic Synergy Inc. company, previous generation the Praxiteles, FDA clearance
2010) is an automated ctting guide for total knee replacement mounted directly to the
bone, in order to reduce the robotic influence on the cutting instrument. The Navio PFS
(Blue Belt Technologies, CE mark 2012) does not require a computed tomography scan
for unicondylar knee replacement, instead using an intraoperative planning. The
Stanmore Sculptor (Stanmore Implants, previous generation the Acrobot Sculptor by
Acrobot Company Ltd.) is a synergistic system similar to the RIO, with active constraints
to keep the surgeon in theplanned workspace; this system received FDA clearance in
2013.

C) General laparoscopyApart from the da Vinci system (see § 2.2), other laparoscopic robots
are Zeus, FreeHand and Telelap ALk Technically, Zeus should not be considered as a
robot: it is aremote computer-assisted telemanipulator with interactive robotic arms, but
it does not follow programmable motions. With Zeus an operation has been accomplished
for the first time, in which the surgeon and the patient were separated by a distance of
sevaal thousand kilometres. The FreeHand robot (Freehand 2010 Ltd., previously
Freehand Surgical, previously Prosurgics, the previous generation was called EndoAssist,
FDA clearance and CE mark 2009) is a negéneration endoscope holder, equipped with
an arm more compact, easier to setup, and cheaper than its predecessor. Telelap ALF
(CE mark 2011) is a fourarmed surgical robot projected by sofar s.p.a. to compete with
the da Vinci: compared with that robot, Telelap ALIX moves the base of the manipulators
away from the bed (about 80 cm) and has a realistic tactdsensing capability due to a
patented approach to measure tip/tissue forces from outside the patient, with a
sensitivity of 35 grams.
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d) Percutaneous InnoMotion (Synthes Inc., previously by Innomeid GmbH, CE mark 2005)
is a robot arm designed to operate within a computed tomography or magnetic resonance
imaging in the noncatheter percutaneous procedures in order to guide a needle to its
target with the assistance of threedimensional intraoperative imaging.

e) Steerable cathetersVascular catheterization is used to diagnose and treat various cardiac
and vasculature diseases, including direct pressure measurements, biopsy, ablation for
atrial fibrillation, and angioplasty for obstructed blood vesselsThe catheter is inserted
into a blood vessel and the portion external to the patient is manipulated to move the
catheter tip to the surgical site, while fluoroscopy provides image guidance. The Sensei X
(Hansen Medical, FDA clearance and CE mark 2007) sswvo steerable sheaths, one
inside the other, to create a tight bend radius. The sheaths are steered via a remotely
operated system of pulleys. The Niobe (Stereotaxis, CE mark 2008, FDA clearance 2009) is
a remote magnetic navigation system, in which a ngametic field is used to guide the
catheter tip. The magnetic field is generated by two permanent magnets contained in
housings on either side of a fluoroscopy table.

f) Radiosurgery.Radiosurgery is a treatment (not a surgery), in which focused beams of
ionizing radiation are directed at the patient, primarily to treat tumors. By directing the
beam through the tumor at various orientations, highdose radiation is delivered to the
tumor while the surrounding tissue receives significantly less radiation. The @grKnife
(Accuray Inc., FDA cleared 1999) is a frameless radiosurgery system consisting of a
robotic arm holding a linear accelerator, a six degree of freedom robotic patient table
called the RoboCouch, and an-bdy imaging system that can take realime images in two
orthogonal orientations simultaneously. Another frameless system with a linear
accelerator, but with micro-multileaf collimators for beam shaping, is TrueBeam STx
(BrainLab Inc. and Varian Medical Systems, previously Novalis and Trilogy, imitiFDA
clearance 2000). The principal difference between this robot and CyberKnife is that the
#UAARO+T EEZAGO OAAEAOQEITT O1 OOAA EAO 11 O0A AAcCO
patient.

0) Emergency ResponsEhis category does not concern surgical robotfut robots which are
employed in disaster response and battlefield medicine. The researches involving this
technical sphere aim to realize machines able to accomplish extractions of patients from
dangerous environments, fast diagnosis of injuries, and seautonomous delivery of life-
saving interventions. AutoPulse Plus (Zoll Medical Corp., previously by Revivant) is an
automated, portable device that combines the functions of the AutoPulse (FDA clearance
2008) cardiopulmonary resuscitation device and the ESeries monitor/defibrillator (FDA
clearance 2010). The LS suitcase intensive care unit (Integrated Medical Systems Inc.,
previous generation called MedEx 1000, previous generation called LSTAT, FDA clearance
2008) is a system which consists in a ventitar with oxygen and carbon dioxide
monitoring, electrocardiogram, invasive and norinvasive blood pressure monitoring,
fluid/drug infusion pumps, temperature sensing, and blood oxygen level measurement.
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2.1 Minimally invasive surgery (MIS) and t he da Vinci system

As said, the need for robotic surgical systems is particularly linked with the emergence of
minimally invasive surgery (MIS), giving important advantages over traditional laparoscopic .
procedures providing high degrees of dexterity in veryconsth ET AA- OPAAAO ET OEAA OF

Manual laparoscopy is affected by several limitations and adverse effects, which can be
summarized as follows: this technique only allows a twalimensional (2D) vision from a
conventional monitor, and that reduces tle perception of depth; it permits just a scarce eyband
coordination, decreasing the surgeon ergonomics and dexterity. Laparoscopic instruments demand
a direct guidance, which requires ambidextrous manual activity; they are long and rigid, so that the
suuCAT 1860 1 AOOOAT EATA OOCAIT O EO AibplEZEAAN OEAOA
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range of motion and decreases his dexterity. In the lapascopic operations there are fixed
AAAT T ET Al AT 6ou PTET OO ET OEA DPAOEAT 660 AT Auh Ol
is limited; instrument tip and handle move in opposite directions, giving origin to the technical
drawback known as the futrum effect, which decreases the motor perception capability; the
camera instability contributes to surgeon fatigue; the tactile feedback is limited, and it reduces the
OOOCAT T 80 AA@@AzP ldpajoskdpid ahd thdtacoscopic surgery thefore impose
significant ergonomic restrictions on the surgeon, increasing his difficulty in execution of major
abdominal and thoracic operations. Moreover, the approach of the manual laparoscopy is
uncomfortable for the surgeon, who has to maintain an awkard stance during the operation.

Robot-assisted laparoscopic technology is directed to surmount thedanitations. The most
widely reported advantages of teleoperated robotic surgery stem from wristed instrument
motions with seven degrees of freedom, stiag for precise movements, elimination of hand tremor,
stereoscopic vision and improved ergonomics (Freschiet al, 2012). Another advantage is
represented by the ability to eliminate innate handedness, proved by results obtained by surgeons
performing tasks with both dominant and nondominant hands (comparable performance with
either hand) (Mucksavage, Kerbl & Lee, 2011). A further advantage of surgical robots like the da
Vinci consists in the high quality of the image transmitted to the display onthe uCAT 1 8 O AT T OT
fact, in laparoscopic surgery the video image has a decisive role, because it is the unique interface
between the surgeon and the patient, due to the lack of tactile and force feedback. In manual
laparoscopy two-dimensional screen are sed, with consequent loss of the depth perception,
whereas natural stereoscopic view with more depth cues enables more accurate and efficient
endoscopic manipulations. The first studies dedicated to the benefits of 3D visual were
contradictory, since only some surveys showed that this technology allowed to achieve better
results than with the use of the 2D visual; but this was due to the fact that the pioneering
comparative studies adopted the firstgeneration, nonstereoscopic 3D systems with lower
resolution, and eyeshuttering technologies (LCD or polarizing glasses) not used in the da Vinci
system, which provides immersive stereoscopic vision based on true retinal disparity (Frescéi al,,
2012). In particular, a research demonstrated that the stereos@ic mode reduced execution time
for every task by onethird and improved dexterity by 25%, as measured by the reduction of the
number of movements and distance travelled. Accuracy, based on error reduction rate, improved
by nearly 100% (Munzet al, 2004).On the other hand, a different study affirms that only complex
tasks are performed more easily and quickly with stereoscopic vision (LaGrange, Clark, Gerleér
al.,, 2008); but, in the end, it is rather ascertained that stereoscopic vision allowed for sidicant
improvement in execution time and error rates for both inexperienced residents and advanced
laparoscopic surgeons (Byrret al, 2007).
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In order to point out the legal implications of surgical robots, the research has especially
focused on the da Mici system, at present the most widespread (Rosen, Hannaford & Satava, 2011)
surgical telemanipulator, produced by Intuitive Surgical Inc.

The first studies on surgical robots were conducted by SRI International, an independent
non-profit research institute, and funded by the US Army. The purpose of that research was to
generate a technology by which surgeons could operate wounded soldiers from a remote and safe
place. The first prototype system showed immediately its potentialities, but in the military
environment the original idea was never realized, due to the great difficulty to perform a surgical
operation without any physical contact between the surgeon and the patient.

In 1995 Intuitive Surgical acquired the rights to SRI patents and began working othe
telerobotic system. The first version of da Vinci had no instrumenspecific arm, while in 2003 a
relevant improvement of the system was introduced by Intuitive, which equipped the robot with a
fourth instrument arm, specifically dedicated to the camesiztelescope.

da Vinci design and system description

Yyl OEA AOOOAT O OAOOGETTh OEA AA 6ET AE OUOOAI
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second wit, which consists of four slave manipulators: three for telemanipulation of surgical tools
and one equipped with an endoscopic camer@igure 6).

Figure 6 The surgeon at the console and the patient side cart of the da Vinci Si HD Surgical
System (http://www.intuitivesurgical.com)

7EOE OEA OOOCATT180 AT1TO0I1T A OEA OUOOAT 1T EEAOO
with a high-quality stereo visualization and a magmachine interface that directly connects the
movement of the hand of the surgeon to instrument tip movement inside the patient. The surgeon
visualizes stereoscopic images via a 3D screen above the hands, recovering kkayd coordination
and providing natural correspondence wih manipulations. Furthermore, the controller transforms
the spatial motion of the instruments into the camera reference frame, so that the surgeon has the
OEOOOAI OAT OAOGETT 1T 4&£ I DAOAOEI ¢ xEOEET OEA PAOEAI
of freedom lost in conventional laparoscopy; the three degrees of freedom wrist inside the patient
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allows natural wrist pronation/supination, bringing a total of seven degrees of freedom for
instrument tip control (three orientations, three translations and grip) (Figure 7).

Figue 74 EA AA 6ET AE EAT AT A OOGAA O1I OAITOAIT U 11C¢C
(http://ww.intuitivesurgical.com)

The da Vinci control system filters out surgeon tremor, raking the tools tips steadier than
in the traditional laparoscopic surgery. Furthermore, the system allows variable motion scaling
from master to slave; for example, a 3:1 scale factor maps 3 cm of translation on the masters into 1
cm of translation at theslaves, and this possibility, combined with the image magnification, makes
delicate motions easier to be performed. Finallythe operations carried out with the robot can even
require a minor amount of transfused blood (for example, in the radical retrophic
prostratectomy), a shorter hospitalization (i.e., eight days instead of ten) and a reduced
postoperative pain compared with the laparoscopic surgery (Freschét al, 2012).

In general surgery, the da Vinci has been used to perform over 500 proceduresncerning
a wide variety of surgeries: Nissen fundoplication, cholecystectomy, hernia repair, tubal
reanastomosis, gastroplasty, appendectomy, arteriovenous fistula, intn@ectal surgery, lysis of
adhesion, hysterectomy, lumbar sympathectomy, toupet surgg and colorectal surgery. A
significant area of interest is represented by cardiac surgery, due to the complexity of the
procedures and the potential benefit to the patient of minimal access to the heart. In this field, the
da Vinci system was used alsamtaccomplish endoscopic coronary artery bypass grafts (Guthart &
Salisbury, 2000).

Data on performance, training and proficiency with the da Vinci system are numerous and
consistent. A laboratory studyin vitro shows that the inexpert surgeons can accomglh all tasks
more quickly and more precisely with the robot than with conventional laparoscopy, in particular
for the more difficult tasks, confirming the usefulness of the da Vinci for the interventions which
demand fine movement and optical magnificatior{Sarleet al., 2004).

System limitations and malfunctioning

The main limitations of this system are the lack of a force feedback, the possible collision
between tools inside the patient when the surgeon has limited experience, and the encumbrance of
the overall robot, requiring a complete rearrangement of the operating room.The most relevant
drawback is considered the lack of haptic feedback, which is perceived as significant especially
during the execution of complex tasks. This aspect has two importaatlverse consequences: first,
the surgeon is not in the condition to identify tissue consistency, so that he cannot use this
approach to distinguish between tumor and normal tissue (Tholey, Desai & Castellanos, 2005);
second, it becomes difficult to accomsh intracorporeal suturing and knot tying, especially with
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fine suture material (Ricchiuti et al, 2010), when the breakage of the suture frequently occurs
(Freschiet al, 2012).

Several researches document the system malfunctions of da Vinci robot. RKialctions can
stem from setup joint malfunction; arm malfunction; power error; monocular monitor loss; camera
i Al £01 AGET T N AOAAEET C T &£ OOOCATT160 Al T O kthAl, EAT A
2012). A recent study shows that between Jamry 1, 2000 (i.e. since the Food and Drug
Administration (FDA) approval of the robotassisted general laparoscopic surgery) to August 1,
2012, a total of 245 events were reported to the FDA, including 71 deaths and 174 nonfatal injuries
(the producer of the robot-assisted surgical system has the obligation to timely report known
adverse events to the FDA after it becomes aware of them). The survey suggests that FDA reporting
could not be prompt or standardized for some reasons. First, it may be difficulbtseparate poor
surgical skill from devicerelated injuries; second, there is little oversight regarding reporting and,
on the other hand, there are not significant incentives to improve reporting practices, while better
reporting systems can help elucidat the risk factors associated with injuries (Cooper, Ibrahim, Lyu
& Macary, 2013). This is confirmed by the same FDA, which observes that complaints or adverse
event reports do not necessarily directly indicate a faulty or defective medical device, so that
adverse event reports alone cannot be used to establish or compare rates of event occurrence
(Kaiser Health News & Evans, 2013).

Nevertheless, several surveys show that many recoverable mechanical problems during
surgery are linked to robotic instrument malfunction, including broken tension wires or wire
dislodgement from the working pulleys, nonrrecognition of the instrument by the robot (despite
available residual use) and a locked instrument. However, these errors can be corrected or
bypassed (although with additional operating room time). The incidence of critical failures
depending on technical problems which demand conversion appears very low compared with the
conversions reported during manual laparoscopic operations, which are reported to reach umt
16% for some major procedures (Nguyeret al, 2013). This low rate of technical problems is likely
OEA AT 1 OANGAT AA 1T &£ AA 6EI AEGO OPAAEALZEA AEAOAAO
traditional and established technology for building links, pints and power transmission (except
those of the surgical instruments) (Freschet al, 2012).

The da Vinci system as casepoint

For its specifications, the da Vinci currently appears as the most advanced and versatile
surgical robot on the market andit represents a paradigmatic example among telesurgical systems.
Moreover, in the perspective of the present analysis it seems preferable to concentrate on the
DAOAAECI 1T &£ OAI AT PAOAOGAA O1 AT 6O OAOEAO OEAT 11
commanded by a surgeon, that automatically perform an operation according to previously given
instructions. In the use of the latter type of robots, two kinds of accidents can occur: a human error
of the surgeon in the choice of the operation or in programminghe robot, and a malfunctioning of
the system. These errors may certainly occur also with regard to teleoperated robots, but in that
context a third type of error shall be considered, related to an incorrect movement of the surgeon
who sit at the console, iyen that every movement of his/her hand is directly connected by the
man-machine interface to the instrument tip movement inside the patientFreschiet al, 2012). For
this reason, the analysis concerning teleoperated robots results as the most completad inclusive.
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3. Ethical Analysis
3.1 Introduction

According to the RoboLaw approach developed in D5.8isol, Carnevale & Lucivero, 2013
the current document presents the analysis of relevant ethical issues arising through the
deployment of computerintegrated surgical applications. The ethical dimensions are extremely
diverse as they involve different fields of special ethics, such as medical ethics, technology ethics,
roboethics, journalism ethics, public health ethics, research ethics and traininghéts.

To evaluate computerintegrated surgery with respect to the stakeholders involved
(patients, surgeons, caregivers, researchers, industry, healtare systems, hospitals, and society), a
mere bioethical approach would fail to deal with such a complegontext. In D5.5: Methodology for
identifying and analysing ethical issues in robotics research and applications, theasic features of
this analysis have been outlined: RoboLaw ethical analysis will not provide a oséded assessment
of a specific techntogy, but will try to present the different elements that make up the ethical
landscape related to certain robotics applications in a structured way. Furthermore we do not
embrace a specific set of principles; rather, as NiRRumelin (2005) pointed out, for different areas
of human practice there are different appropriate normative criteria, which cannot be reduced to a
single system of moral rules and principles. At least it appears heuristically appropriate that larger
complexes of human practice, each efhich has specific characteristics (such as robotics research
and applications), undergo an independent normative analysis. Instead of applied ethics, with their
AEEEAOAT O &£ AOOAOGR TTA xi1 01 A OAOEAO OPAAntal I £ OC
analysis of computerintegrated surgery is a case of special ethics.

In line with those considerations, RoboLaw ethical analysis is going to offer a hybrid
framework to tackle the ethical landscape of computemtegrated surgery. The principal intent of
this chapter is to develop an ethical analysis that can help legal scholars to find regulatory
proposals, which are able both to protect patients and support the dissemination of the benefits of
this evolving technology in society. As robotized surgeris an emergent field in which the linkage
between research, development and application is strong, regulation is crucial for promoting safe
and just implementation.

X 8¢ %O Ecampb@er -hiegkated surgery: An increasingly popular system

Minimally invasive surgery (MIS) is getting more and more popular because it causes fewer
traumas to the patients and ensures faster recovery. Minimal invasive surgery performed through
computer-assisted surgery, like the da Vinci Surgical System, meets the individualefgrences of
surgeons, hospital staff, management and patients. Robotics supporting medical interventions is
therefore not only widely accepted but also desired by patients, surgeons and hospitals. Growing
acceptance is communicated through media and is mweeyed by hospital policies. Increased desire
for the use of technology is promoted by heavy media coverage and advertisement. According to
Intuitive Surgical Inc., computerintegrated surgery is expected to increase safety and efficiency.
But this can al® produce undesired outcomes: Will the surgeon recommend the use of robotic
surgery in all interventions because it benefits the patient or because it increases his/her prestige?
(Fingerhut, 2011). The same can occur in the case of hospital policiegil OOT £0 DPAOAOT Al E
its way into hospital policies? Will robotic surgery become the default solution (perhaps in order to
help amortize the cost of the machines)? Once a robotic system is installed in a hospital, we expect
that there will be both subtle and overt pressure by hospital administrators on patients as they will
have an interest in using the system as extensively as possible (Beckey, Lin & Abney, 2011).
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On the debit side, computerassisted surgery will often be more demanding and
complicated for the surgeon (and his/her team) because everything has to be done through a few
small holes and through specialized tools and instrumentg e.g. cameras, mechanics, orientation
support and intra-operative imaging systems that have to be changed anduyt together during the
intervention. This takes time, as for example a surgery of four hours needs one extra hour just to
change the tools. The effect is that the entire intervention is slowed down and lasts longer. This
burdens the team. The drawback fothe patient is that he/she has to undergo longer anaesthesia
periods than in normal MIS. Furthermore, as the surgeon is looking on a display, he cannot see
directly, smell or feel what he is working on. Robotic assisted surgery only allows instruments, and
not the hands of the surgeon, to touch the human body during an operation. Moreover, the use of
instruments is less haptically intuitive.

On the merit side, robotassisted surgery helps by providing a more ergonomic and user
friendly intuitive interface for those instruments, thereby increasing precision (7 degrees of
freedom) and filtering tremor. This user interface does not have to be right above the operating
table. The surgeon s in a comfortable positionand cancontrol all the instruments through special
ergonomic handles and see a-B image, which is intuitively spatially oriented. Difficult or rare
procedures can be performed and remote controlled by specialized surgeons (special consultations
and telemedicine: see § 4.4.3).

Given these contrastig elements, it is important to determine in which kind of surgical
intervention the deployment of the da Vinci Surgical Robot is effective. At the present moment, da
Vinci is used very extensively. This usage should be limited to that particular kind ofperation
where robot-assisted surgery has proved to be especially helpful.

It is also important to require a licence for surgeons that will operate through the da Vinci
Surgical Robot. At the moment, use of da Vinci is not restricted. Every surgeon can iisAnd every
surgeon can use it as extensively as he/she sees fit. If surgeons are to be licenced an additional
problem arises. A notified body would have to be established, which is able to evaluate and assign
the license to operate the da Vinci Robot.

Our interviews with surgeons suggest that the use of da Vinci leads to a reassignment of
roles in the operating room and within the team that works there. They report that every team
member perceives their individual actions to be part of a collective agénActor-Network Theory
(ANT), which was developed by scholars working on Science, Technology and Society (STS),
confirms this subjective observation of surgical personnel. This theory predicts, furthermore, that
this social process is subject to dynamicgCollective action structures may appear and dissolve
from time to time (Turner, 2009). Moreover, Bruno Latour highlighted the asymmetrical
significance of ANT. When it comes to a successful implementation ofianovative technologyi, it is
relevant to find out how the actornetwork arises. When it comes to failures, it is important to
explore at which point the network has been damaged (Latour, 2005602). This double
perspective allows us both to explain the avel elements mediated by the introduction of the
computer-assisted surgical systems in the operating theatre and to examine and display the
responsibility in the case of failure. Responsibility seems not to be alk-nothing affair. Rather, it
seems to cone in degrees. Latour may be interpreted as speaking of creating a collective subject
composed not only of the surgeon and the machine, but also of the whole operating team; he also
distinguishes between success and failure. In the case of success, itelevant to explore how the
alliance has been created. In the case of failure, it is relevant to explore where the alliance broke.
Further research is needed to explain which precise consequences follow from ANT for da Vinci and
whether ANT is, in fact, capble of framing the problem in an adequate way.
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In order to explore the causes of possible failures of the machine, everyone who is involved
in the operating process should be given access to relevant data which may reveal possible sources
of error (Cooperet al, 2013). The current system may have skewed our perception of da Vinci since
privileged access to data that would reveal failures is only given a few select individuals. The
problem of underreporting complications has to be avoidedCooperet al, 2013).

Decker (2014) has also suggested using a black box system. However, he focuses not on
preventing mistakes. Rather, his intent is to better understand learning processes in robotic
systems. In his recommendation, this opens up the chance for robotsddjust to new environments
and persons. In particular, he says that

Jhe introduction of a noAmanipulable black box, i.e. a recording device that cannot be
modified from the outside and that documents precisely the modifications in the robotic systemn tha
AOA ET ACAAA Au OEA Oi AT 0860 1 AAOTEITC Al Ci OEOQOEI h >
OAAT OAET C T &£/ EOO AT GEOT 11 AT 08 4EA O1T AT 060 OAT OI
be able to suggest adjustment measures. TheydhuAl 01T OA & AAO OEA 01 A1 660
possibly even properties of the person using it. Precisely in the context of care giving, the collection of
physiological data plays a special role. This brings in its wake corresponding problems wih th
reason that the robotic system learned something is always comprehensible. This can, in turn, play a
special role in legal disputé§Decker, 2014: 84).

&1 O 160 pPOOPI 6OAhRh Al ADPPOI AAEh OOAE AO S$SAAEA
finding device malfunctions.

A further issue concerns justice and the potential exclusion of those who cannot afford such
a high-end system as the da Vinci. Datteri &amburrini (2009) suggest that aside major ethical
problems associated with robotic surgery outlined above, are problems concerning cost and justice.
Systems like the da Vinci are expensive. The latest models of the da Vinci cost about US$1.75
million, not including annual maintenance and operational costs that could be in the hundreds of
thousands of dollars. In ltaly da Vinci seems to be more expensive than in the US and in other
European Countries. These costs suggest that its use will be limited to rdaly wealthy patients,
wealthy communities and wealthy countries.

3.3 Uncovering normativity

Da Vinci is a system that is already in frequent use. According to the RoboLaw approach in
D5.5, however, a more detailed examination of the implicit and expit values that are presumably
at stake when this kind of surgical robot is even more widely used must be conducted. This is the
purpose of this part of the analysis, which will be done in two different steps: the first step concerns
the machine itself; tre second step pertains to the use of the robotic technology under investigation.

3.3.1 Uncovering values in the artefact

As already mentioned, the da Vinci Surgical System is a robotic device that is intended to
extend the benefits of current minimally invasive surgery (MIS). Surgery robots are technical
artefacts that must interact with humans. It is claimed that moral issues are taken into
consideration in the design. In the first step, we want to understand which kind of moral
considerations have in factbeen taken into account at the design stage. In order to uncover the
ethical issues and problems, the technical side involved has to be tested and experienced
empirically. In order to address this issue, we were supported by the engineers of BioRobotic
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